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WHEN LINES ARE POINTS® 325

by Harry Levy

The beginning student derives a great deal of pleasure from working
in mathematics. In part his sense of satisfaction stems from his realiza-
tion that mathematical problems have a definiteness that problems in
other areas often seem to lack, and that the correctness, or lack of it,
of his solutions is not a matter of opinion but a hard mathematical fact.
It may therefore be surprising to some of you when I observe that math-
ematics resembles the fine arts and indeed may be called one of them;
it does so because the mathematician like the poet, the sculptor, and
the composer, creates something out of nothing using only his talent
and his knowledge, the resources of his intellect. This may have been
the frame of mind that led the youthful geometer Janos Bolyai to write
to his father, in 1823, “I have created a new universe out of nothing.”’
Like all great artists, Bolyai was passionately proud of his creation,
and like all great art, Bolyai’s work is immortal. It lives on in today’s
nuclear age to which it has been bound by the work of Lobachevski and
Gauss, of Riemann and Ricci, of Einstein, and of many others.

But the artistry of mathematics is only one of its aspects. Mathematics
is a science, because mathematicians observe and study existing mathe-
matical structures, and discover and formulate the basic principles that
govern them. Perhaps one characteristic that distinguishes mathematics
from other areas of human endeavor is that the scientific side of mathe-
matics and its artistic side are united in one coherent whole; I intend
this evening to suggest how Riemann, a great German mathematician of
the middle nineteenth century, might have been led to the creation of
elliptic geometry (one of the two classical non-Euclidean geometries) by
a “scientific’’ study of a particular Euclidean structure.

Before going on to my main objective, I should like to note that when
a scientist is confronted with something apparently new, he frequently
uses the method of analogy. He compares the new with the familiar,
and, drawing on his knowledge of the latter, he is often able to direct
his studies in a meaningful way. In using this method in mathematics,
proper vocabulary and suitable choice of symbols can serve to illumi-
nate the structure being studied and to clarify the problems whose solu-
tion is being sought. The primitive elements of geometry are usually
called points, and when a mathematician is investigating any kind of
mathematical structure by geometrical methods, he is very likely to
call the constituent elements of his structure points, even though, in
some other context, he may refer to them as lines, or functions, or
matrices, or spheres, or transformations.

The structure that we propose to investigate is a bundle of lines in
ordinary, that is, Euclidean (three-dimensional) space. For our purposes,
a bundle of lines means the set of all lines through a given point. Some

1 These remarks were presented to the Undergraduate Mathematics Club,
University of Illinois, Urbana, Illinois.
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of you may wonder whether such a commonplace structure can possess
any exciting properties. Since we wish to examine relationships between
lines of the bundle, since our ‘“‘space’’, that is, the bundle, is a set of
lines, it is clear that we are to be concermed with a geometrical analysis
in which the primitive elements are lines. However strange it may seem,
we cannot hesitate. From this moment on, whenever we speak of a point
we shall mean a line of the given bundle. We formalize this first step of
our analysis thus:

1. There exists a set of objects called points; their totality, together
with the relationships between them, is called an elliptic plane.

We shall denote the elliptic plane by E5, and the notation X m Eg is
read “X is an element of E5”’, that is, X is a point of the elliptic plane.
To prove a theorem in elliptic geometry, it suffices for our purpose to
select a suitable theorem about lines of a bundle and then translate the
relationships involving lines of the bundle into geometrical language
appropriate to the elliptic plane. In the bundle of lines, each two lines
determine a real number, their angle, which we can, for convenience,
measure in right-angle units. We commented earlier on the importance of
vocabulary; what shall we call this number when we are concemned with
elliptic geometry? It would seem that the word “distance’’ might prove
useful; using this terminology enables us to put our second observation
of elliptic geometry as follows:

2. Each two points of Ey determine a real number; if P, Q € Ej, we
call the number they determine the (elliptic) distance between them,
and we denote it by (P, Q). We call e the distance function or the
metric of E2; it satisfies the following conditions:

@ 0< e(®,0)=e@P)<L
() e(P,Q)=0Oifandonly if P = Q;
© e®,R)<e(P, Q) +e(Q R

The proof of (a) and (b) is indeed trivial; (c) can be established by
elementary solid analytic geometry if we introduce rectangular coordi-
nates chosen so that the direction cosines of the lines representing Q,
P, R are (1,0,0), (cos &, sin ,0), (cos o,cos (3, cosj ), respectively,
where cos & = O, cos 2 0.

The Euclidean distance function satisfies these three conditions with
the exception of the second inequality in (a), and indeed these conditions
play an important role in defining metric geometries that are more gen-
eral than either Euclidean or elliptic. The last inequality in (a) tells us
that in elliptic geometry, as in spherical geometry, distance is bonded.
Condition (¢) is called the triangle inequality; it can be used to define
the curves that play the role of Euclidean straight lines. But even in
elliptic geometry there are difficulties that we need to take care of. Re-
turning to our bundle of lines, we see that /. PQ + L QR = L_PR, where
P, Q, R are lines, if and only if Q is coplanar with P and R and lies in
the acute angle sector formed by them. But we would like to prolong an
elliptic line beyond any one of its points, and we can be satisfied with
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the following formulation:
3. If W. Q are distinct points of E9, there exists one (and just one)
point vo such that
e(P, Q) +e(Q, Pp) = e(P, PQ) = L.
We define the elliptic line through _uwn& Q to consist of all points X

such that
*

e(P, X) + e(X, PQ) = e (P, Py).

Circles arise naturally in any go.%namzmmozmu ﬁ:mao geometry.

4. 1f PE E9, and r is a positive real number, the (elliptic) circle
em%u .wmimn P and radius r is the set of points X distant r from P,

e(r, =T

Thus an elliptic line corresponds to a pencil in the Euclidean bundle,
and an elliptic circle to a circular cone (with one exception)

We now have points, lines, circles, and distance in our emerging ge-
ometry. Do these concepts differ significantly from their Euclidean
counterparts? If we turn to elementary intersection and incidence rela-
tions, we find some results that are ordinary, and others that deviate
sharply from the Euclidean pattern.

(A) Two distinct points in Eq are incident to (that is, lie on) exactly
one line.

(B) Two distinct lines in E9 have exactly one point of intersection.
Thus the phenomenon of parallel lines does not exist in Ej.

(C) Every line in Eq is a circle of radius one.

Here we have a property that suggests spherical geometry, but the
parallelism is not complete since every circle in spherical geometry has
two centers.

(D) Concurrent lines in E9 have collinear centers, and lines with
collinear centers are concurrent:

) A somewhat less elementary property of elliptic lines is the follow-
ing:

(E) Every line in Eq is a simple closed curve of length two.

A Euclidean line is cut when one of its points is deleted, and the two
portions form the two rays emanating from the point. Removal of one
point of an elliptic line leaves the line connected; to cut the line two
points must be removed, and of the two segments then formed, one has
length equal to the distance between the deleted points, and the other,
two decreased by that distance. But a more interesting situation arises
when we examine (E) and (B) together. We are doomed to fail if we
attempt to portray these two properties on a blackborad. Have we found
a contradiction? No, the validity of (E) and (B) is irrefutable. We may
have gone astry in tacitly supposing that in every two-dimensional geome-
try a simple closed curve determines an exterior and an interior. We
need only to consider on a torus either a generating circle or a parallel
circle to see the error in such an assumption.

Let us retum to our model, the bundle of lines. Let p be a pencil of
lines in the bundle, and let P and Q be any two distinct lines not in p.
Then clearly the pencil determined by P and Q is separated by P and
Q into two sectors of lines, one of which has a line in common with p,
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and the other does not. Thus, in Eg, any two points not on a given
line of E9 can be joined by a segment which does not intersect the
given line. If E9 were cut along the given line, it would remain con-
nected. We thus have the following:

(F) An elliptic line is a nonbounding curve.

There is one further very fundamental difference between the elliptic
plane and the Euclidean plane. The latter is orientable, and it possess-
es two orientations. A line reflection interchanges the two orientations,
whereas rotations and translations preserve both orientations.

Thus an orientation-presetrving motion in the Euclidean plane can
never be the product of an odd number of line reflections. We cannot
here prove that E5 (like the Mobius band) is nonorientable, but we can
prove that the Euclidean distinction between products of an odd and of
an even number of line reflections has no significance in E,.

A point reflection in Fuclidean space leaves fixed each line of the
bundle through the point; it therefore acts as the identity transformation
when interpreted in Ej. On the other hand, it is the product of succes-
sive reflections in three mutually orthogonal planes. A reflection in a
plane when interpreted in Ej becomes a reflection in a line (the elliptic
line corresponding to the pencil in the plane). Thus in E5 the product of
three line reflections can be the identity, so that the product of two line
reflections can be a single line reflection.

Those of you who might wish to follow up these preliminary remarks
on elliptic geometry could investigate one or more of the following pro-
blems:

(a) The problem of coordinatization. One way to establish coordinates
in Ej is to represent a point by dire ction numbers of the corresponding
line of the bundie.

(b) The problem of axioms. It is possible to establish a system of
axioms which give E a logical existence independent of Euclidean
space.

(c) The development of relationships between an elliptic and a Eucli-
dean plane. Such a development can create for the Euclidean plane a
unity which would otherwise be lacking. For example, all ‘“‘conics’’ in
Ej are closed curves, and by means of them we can find common proper-
ties of conics in the Euclidean plane.

University of Illinois

CONFORMALLY ELEMENTARY POINTS! °

By Louis E. De Noya
Oklahoma Beta

INTRODUCTION

In 1953 Professors Peter Scherk and N. D. Lane published a paper
(3) which employed unique methods for the study of conformal differen-
tial geometry; methods which are rather synthetic in character. If we
consider the conformal plane as the one point compactification of the
Euclidean plane it is apparent that methods from complex variables
might be used in its study. However, certain desired properties are
lost when extensions to conformal spaces of higher dimensions are
attempted. The methods of Schetk and Lane are directly applicable to
higher spaces (2, 5, 7). They are related to methods developed by
Scherk in his studies of projective spaces (6).

The results presented in this paper are due primarily to these two
men. Some of their work has been modified and new proofs have been
offered for particular theorems by both the present writer in his master’s
report (1) and by F. A. Sherk in his master’s thesis (7). The introduction
of conformally elementary points and an indication of their use are our
goals.

PRELIMINARIES

The points studied here are considered to be interior points of real
arcs embedded in the conformal plane. This restriction to interior points
is one of convenience for the theory has also been developed to emcom-
pass end points of arcs.

A proper circle C will decompose the plane into two regions, the in-
terior C, and the exterior C* of C. The interior lies to the left of the
orientation of C. The infinite sequence of circles Cy, Cy, .. . will
converge to the circle C if there exists to everypairC!' C C and C'!

C C an integer k = k (C', C'') such that C'C Cy4 and C'' C O”._ for
every integer n> k. Convergence of a sequence of points to a point and
convergence of a sequence of circles to a point are defined similarly.
It will be convenient to denote by C(P, Q, R) the citcle C drawn
through the three mutually distinct points P, Q and R. C(77 P) will
denote the circle C of the linear pencil 7 of circles which passes
through the point P. Only pencils of the second kind with fundamental
point s will be considered (cf. Fig. 1).

Finally, suppose that s is an interior point of an arc A. Then s is called
a point of support (intersection) with respect to a given circle C if there

1 Received by Editors September 30, 1961. Presented at the National Meet-
ing of Pi Mu Epsilon, Stillwater, Oklahoma, August 29, 1961. This paper was
judged best for graduate students. Mr. De Noya won a hundred dollar prize.
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Fig. 1

is some neighborhood of s decomposed by s into two open neighborhoods
which lie in the same (different) regions bounded by C. C is termed a
supporting (intersecting) circle of A at s. By definition the point circle
s supports A at s. It may be that for a given arc there are points of the
arc which are neither points of support nor of intersection, e.g. the arc

1
tsing att=0.

DIFFERENTIABILITY

We shall say that an arc A is differentiable at an intetior point s (or
that s is a differentiable point) if two conditions are satisfied. The
first of which is t m?% at t=0.

Condition [.

Let s C A. Then for every point P # s and for every sequence of dis-
tinct points { §} — s, such that each § C A, there exists a circle Co
such that C (§, s, P)— C, .

The circle C, is called the tangent citcle of A at s and is clearly
independent Omw_oi {§} converges. However, C, does depend con-
tinuously upon P. The point s is itself the tangent point-circle of A
at s.

Theorem 1

The set 7= 7(s) of all tangent circles of A at s is a pencil of the
second kind with fundamental point s.

Proof. Let P, Q and R be three mutually distinct points. If the
sequence of points { R} @R, R# R, then the angle between the
circles of the sequence of circles C(R, R, P) and C(R, R, Q) converges
to zero. Thus, the circles have (in the limit) the one point R in common
and are therefore tangent. Suppose now that R = s and R = s, where
s CAands CA, then
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W.:ﬂ W _.Oﬁmn s, Huvn OAM~ s, OV “_ = O
s —s

Since the only restriction placed upon the points P and Q was that
they be distinct it follows that for every other distinct point M there is
one and only one circle through M and tangent to A at s. Hence, if two
tangent circles have another point in common they must be identical.
Moreover, let some circle C touch the tangent circle Co ats and let P
CC, P#s. Then C, and C are identical, i.e. C C 7. Therefore the
totality of tangent circles of A at s constitutes a pencil 7= 7(s) of the
second kind with fundamental point s.

Corollary

If C(7, P) and C(7; Q) have another point in common they are identi-
cal. Thus, there is one ond only one circle of T through each point
P #s.

The above then yields
Theorem 2.

Suppose that the point s C A satisfies Condition I. Let 77 be a pencil
of the second kind with fundamental point s, 7 Z 7 If {8} ~s (§ C A,
§ #s), then

lim C (7, 8) = s.
s —s
Theorem 3.

Let s be an interior point of an arc A and assume that s satisfies Con-
dition I. Then every non-tangent circle either supports or intersects A at
s.

Proof. Suppose that C neither supports nor intersects A at s. Then the
non-support supposition implies that there is a sequence of distinct
points { §} —s such that §C (A N C) and § Zs.NowletP CC, P#£s.
Then C = C(s, s, P) for every s #s.

But Condition I implies that C = C(7, P) which contradicts the hypoth-
esis C was a non-tangent circle. Therefore our supposition was false
and the theorem is proved.

Condition II.

If{s}~s,s #s, then C(7, S) converges to some unique circle C(s).
C(s) is the osculating circle at s.

The arc A is differentiable at s if both conditions I and II are satis-
fied. It can be shown that the two conditions are independent (1, 3, 7).
The following three theorems deal with non-osculating circles. It
will be noted that they, together with the preceding theorem, provide
us with a complete classification of distinct types of differentiable

points.

Theorem 4.

Let s be a differentiable interior point of an arc A. Then every non-
osculating circle either supports or intersects A at s.
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The proof of this theorem is similiar to that of Theorem 3 and will
be omitted.

Theorem 5.

If the osculating circle C(s) is different from the point circle s, then
every non-osculating tangent circle supports A at s.

Proof. Let C be any proper non-osculating tangent circle of A at s,
i.e. C C 7. Then by Theorem 4 C either supports or intersects A at s,
Suppose that C intersects. If a sequence of points { S} exists such that
S§C(ANCH*), 5§ #£s, { s} ~s, then each C(7, m.._v lies in the closure of
C*, Hence, by Theorem 1 we have C(7; §) C C'Us and {s}~s gives
us

C(s) € (CTUO) .
Now similiar consideration a sequence Amu } c(ANC*) with 1 #8,
{ §1 } —s gives us that
C(s) c(CLU C)

By combining C(s) C (C* U C) and C(s) C (C4« U C) we have that C(s)
= C, which contradicts the hypothesis. Thus, C supports A at s.

We now consider the final case, when the osculating circle C(s) is
the point circle s. The proof follows from the above.

Fheorem 6.

If C(s) = s, then the non-osculating tangent circles at s either all
support or all intersect A at s.

CHARACTERISTIC

We now introduce the important concept of the characteristic of a
differentiable point. It is not our purpose to exhibit the reasoning
behind the definition but to indicate how by using it we may classify
differentiable points.

The characteristic (ag, ay, aj, i) has the following properties

i=lor2
ag=1or2
a;=1lor2
‘ay =1,20r .

a
i=1if C(s) mmm s; i = 2 if C(s) = s. The number ag is even or odd as
the non-tangent circles through s intersect or support; ag + aj is even
or odd as the non-osculating tangent circles support or intersect; ag +
aj + ag is even if C(s) supports, odd if C(s) intersects, while ay = ©

mm C(s) neither supports nor intersects.

Theorem 5 places a restriction upon the characteristic in that if C(2)
=8, i =1 and g + a1 is even. Moreover, the agreement that the point-
circle always supports implies that ag + a; + a9 is even. With these
restrictions in mind it is seen that there exists ten distinct types of

differentiable points in the conformal plane (1, 3, 7).
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ORDER

An arc A in the conformal plane is said to be of finite cyclic order if
it has only a finite number of points in common with any circle. If some
circle C meets A n times and no circle meets A more than n times where
n is a specific integer, then A is said to be of bounded cyclic order and
n is called the (cyclic) order of A. If s is any point on A, the order of
s is the minimum of the orders of all neighborhoods of s on A. In this
note we shall deal only with arcs of order three. However, the next
theorem, which will in part justify our choice for the characteristic,
does not specify the order of the arc and yet does concerm the order of
a point on this arc.

Theorem 6.

Let s be a differentiable intetior point of the arc A. Suppose that s
has the characteristic (ag, aj, a9; i). Then the order of s is not less
than ag, + aj + aj.

The proof of this theorem is too long to include here. We have listed
it because we shall indicate how it can be sharpened when s is con-
formally elementary.

Suppose now that we have three mutually distinct points u, v, q such
that u and v converge on an arc A to a point s and that

lim C(u, v, q) = C.

Then C is termed a general tangent circle of A at s. Moreover if q
A also converges to s, then C is a general osculating circle of A at s.
We say that A is strongly differentiable at s if the following two condi-
tions are met.

Condition I'. Let R #s, q = R. If two points u and v converge on A
to s, then C(u, v, q) always converges.

Condition II'. €(t, u, v) converges if the three mutually distinct
points t, u, v converge on A to s.

It can be shown that strong differentiability implies ordinary differ-
entiability and that C(s) is the one and only osculating circle, for if in
I' we let Q = R and u = s we have that I' implies I and

lim C(u, v, q) = C(7; R).

Condition II'' and II are similarly related.

Elementary Points. We now have sufficient background for the intro-
duction of conformally elementary points. We say that a point s of an
arc A is conformally elementary is there exists a neighborhood of s
decomposed by s into two neighborhoods of order three. It has been
shown (4, 6, 7) that their closures are strongly differentiable at s.
Theorem 6 can now be made more exact.

Theorem 6?

Let s be a differentiable conformally elementary point with charac-
teristic (ap, aj, ag; i), then the cyclic order of s is precisely ap +aj
+ WN.

It is, of course, much more satisfactory to deal with an equality
rather than an inequality as in Theorem 6.
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We have indicated that strong differentiability implies ordinary
differentiability. The converse is not true. However, if the differenti-
able point is conformally elementary we have

Theorem 7
Suppose that s is a conformally elementary point-on the arc A.

Then

i) s satisfies Condition I if and only if it satisfies Condition I and
ag = 1 (i.e. if the non tangent circles through s support),

i) A is strongly differentiable at s if and only if it is differentiable
mnmgmmonmu. =1

Besides providing a useful link between ordinary and strong differen-
tiability conformally elementary points are used with much success in
the study of vertices of closed curves in the conformal plane. Finally,
they are instrumental in supplying a conformal proof of the Four Vertex
Theorem. The study of conformally elementary points does not belong
in an introduction to conformal differential geometry. These points are
used to unify certain preliminary results and to give order and meaning
to more extensive and more profitable studies. It has been this author’s
expressed purpose to provide the material necessary for their introduc-
tion and to indicate how some of this material is further related.
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GENERAL SOLUTION 3
TO THE LINEAR DIOPHANTINE EQUATION
IN TWO VARIABLES:

By T. W. Shook

Ohio Alpha
INTRODUCTION

It is well known that the Diophantine equation

ax +by =C _ _ o o e e e = — _

has integer solutions if and only if (a,b,)/c, in which case the general
solution is given by:

X =X, +Amm.mv~

y=Yo - Amlm.mv t
(t=o0,21,42, .. .) e ——— @
whete x,and y, are a solution to equation 1.
Normally, the initial solutionis found by an algorithm which is often
lengthly and cumbersome. This paper expresses x and y directly as a
function of a, b, and c, eliminating the algorithm altogether.

THE GENERAL SOLUTION
Suppose a and b are two integers with O < a < b. We define a
sequence of remainders recursively as follows:

Cab) o =b
ﬂmvu , =8
ﬂm_uu = ﬂm_uu Kl - ﬂm_uu K @ k-1

e+l D
k=1,..., dabh -D____________03
WHERE:
debh =max [ k|G >0} _____®
THEN DEFINE:

Aabh. -1 .
Gb3 = b (ab) 5 (=1)
u. = OQ@U . HN¢U.+H
Adabh-1 7 ]
nﬂm_uuu = —a (ab) . b (=1
j=1 ﬂmcu_. ﬂ%uu.;lunnunn@

The following theotem then gives the general solution:

THEOREM — Given the Diophantine Equation
ax + by =c

SN ¢ )

1 Received by Editors October 11, 1961. Presented at the National Meeting
of Pi Mu Epsilon, Stillwater, Oklahoma, August 29, 1961. This paper was
judged best for undergraduates. Mr. Shook won a hundred dollars prize.
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(1) is solvable if and only if ,b] /c, in which case the general
solution is:

Xx=cC @vu+ bt y=c Hmv\du at

(a,b) (a,b) (a,b) ~ (a,b)

One may assume without _omd of generality that O < a< b. Then
a

PROOF - We need only show that ﬂmvv and cﬂmvw: are integers
satisfying

a Am_u\/.' +b ;Mm_uHD 1= (@b) _ _ _ _ _ _ _ __ _____ )]

If one substitutes the values given in (5) for -”mvu and ﬁmvww )
equation (7) becomes a trivial identity.

We prove that ﬁmv“' and aﬂmvuu are integers by induction on
Aabh_.

o) When dabk =1, w__u and (a,b) =a. The Formula (5) yields
Ceb D=1 and (@b = 0.
8) Suppose_dabh =k > 1landletr uﬂvaN . Then Arab. = k-1
moﬁnmw-gmﬁnmuuiw: be integers by the induction hypothesis.

Also note that ﬂmvu i nﬂnmu i+1 and (r,a) = (a,b) . Then
k-1

nﬂmﬁuuuu —a (ab) = —

j=1 ab ab +1

k1) -1 i
=a Q..mVA. MV 1)

ST, Gy e

Solving Equation (7) for -vav ,

-vaUu (a,b) — b m_uuu . T_@_UM? (a,b) InﬁmvH

a a

The right-hand term of the above expression is

(ab) - r amwvuu = (a) - _.-MBUn QMBH_ , which is an integer.
a

a

Hence ﬁmv”.m:m HmvH are integers. This completes the proof.

Ohio State University
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Edited by
M. S. KLAMKIN
State University of New York
at Buffalo

This department welcomes problems believed to be new and, as a
rule, demanding no greater ability in problem solving than that of the
average member of the Fraternity, but occasionally we shall publish
problems that should challenge the ability of the advanced undergrad-
uate and/or candidate for the Master’s Degree. Solutions of these
problems should be submitted on separate, signed sheets within four
months after publication. Address all communications concerning
problems to M. S. Klamkin, Division of Interdisciplinary Studies and
Research, State University of New York at Buffalo, Buffalo 14, New
York.

PROBLEMS FOR SOLUTION

144. Proposed by Hiiseyin Demir, Kandilli, Eregli, Kdz., Tutkey.
Find the shape of a curve of length L lying in a vertical plane
and having its end points fixed in the plane, such that when it
revolves about a fixed vertical line in the plane, generates a
volume which when filled with water shall be emptied in a mini-
mum of time through an orifice of given area A at the bottom.
(Note: The proposer has only obtained the differential equation
of the curve.)

145. Proposed by David L. Silverman, Beverly Hills, California.
For what integers a and b (0<a<b) are the roots of
x4 + (a+b) x? + (a+b+ab) x2 + (a2+b2) x + ab = o,
integers?
146. Proposed by C. W. Trigg, Los Angeles City College.
Find a set of three-digit numbers, each of which is a permutation
of the same three digits, which when divided by the sum of the
digits yields two pairs of alternate integers.

147. Proposed by Leo Moser, University of Alberta.
Show that the maximum number of terms of different form in a
polynomial of degree n in k variables is the same as the maximum
number of terms of different form in a polynomial of degree k in n
variables.

148. Proposed by M. S. Klamkin, State University of New York at Buffalo.

Buffalo.
If a convex polygon has three angles of 60°, show that it must be
an equilateral triangle.
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SOLUTIONS

Proposed by M. S. Klamkin, State University of New York at
Buffalo.

Prove the impossibility of constructing the center of a circle with
a straightedge only, given a chord and its midpoint. (For the

original version of this problem see the spring, 1961 issue, p. 183).

The proof is a slight variation of the one given to prove the
impossibility of constructing the center of a given circle with
straightedge only (see H. Rademacher and O. Toeplitz, The En-
joyment of Mathematics, Princeton University Press, Princeton,
1957, pp. 177-180). It is established there, that there exists a
conical projection transforming the given circle into another circle
such that the centers do not correspond to each other. Now rotate
the given circle about an axis through its center and perpendicu-
lar to its plane such that the given chord becomes parallel to the
line of intersection formed by the planes of the two circles. It now
follows that the midpoint of the chord transforms into the midpoint
of the transformed chord (since they are both parallel). The im-
possibility of the construction now follows by a ‘‘Reductio ad
Absurdum’’ argument. We first assume that the center of the given
circle with a given chord and its midpoint can be constructed by
straightedge alone. The previous construction immediately leads
to a contradiction. For, whatever the construction might be, it
would consist in drawing a certain number of straight lines and
finding their intersection with one another and with the given
circle with its given chord and midpoint. Now if the whole figure,
consisting of the given circle, chord and midpoint, together with
all the points and lines of construction, is conically-projected by
the above transformation, the transformed figure will satisfy all
the requirements of the construction, but will produce a point
other than the center of the transformed circle. Consequently,
such a construction is impossible.

While almost all of the previous proof is given in Rademacher and
Toeplitz (ibid) and also R. Courant and H. Robbins, What is
Mathematics, Oxford University Press, New York, 1943, P, 152,
it was repeated here for the sake of completeness.

Proposed by L. Carlitz, Duke University.
Let p be an odd prime. Find the number of solutions (%, y, z) of
the congrience
(1) xyz + a(x+y+z) =o (mod p),
where
a # o (mod p).
Solution by the proposer.
The congruence can be written as
V4] (xy + a)z= -a(x+y) (mod p).

134,

135
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If xy + a # O, then z is uniquely determined by (2); thus there are
p?-p+1 solutions satisfying this condition. On the other hand, if
xy + a =0, it is necessary that x + y =0, and z is arbitrary. Now
the system

M% ++<mmmOW~ (mod p),
reduces to x2 =a, which has it 1+ Auwlv solutions, where Aﬁ )
is the Legendre symbol. Hence, the total number of solutions is

v~|v+u+vﬁu+A w vv.

Proposed by R. F. Wheeling and R. H. G. Mitchell, Socony Mobil
0il Company.
If ¢,(x) and &,(x) are one-dimensional probability density func-

tions (i.e., g. Bﬂﬂoo&n = 1) and if there exists a number X
such that ~00
B @24 for x > X,
b, () € &, for x < X,,
then
J2 ®
| ox b, () dx > Joxé, @dx,

provided both integrals exist.
Solution by F. Zetto, Chicago, Illinois.
Since T?NL Tvn ) - ¢, ) ] >o0,for ®> x> -
it follows that
HOU _“Nlumo”_ _“& Axv lﬁ._ ANV u dx > 0,
or that

o
H.siﬁ ) -¢,®] dx>o.

Also solved by Paul Meyers, K. Smith, J. Thomas, M. Wagner and
the proposers.

Proposed by T. E. Hull, University of British Columbia.
Suppose that k points are placed uniformly around the circumfer-
ence of a circle with unit radius. Show that the product of the
distances from any one point to the others is equal to k, for any
k> 1.

Solution by David L. Silverman, Beverly Hills, California,
Place the citcle in the complex plane with center at (O, O) and
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one vertex at (1, O). The other vertices will then coincide with
the kth roots of unity. If we denote them by 1 =1,12, I3, . . .,
Tk it follows that

zk _1 - mﬁ-ﬁc.

1=
Consequently,

—Hm ANuﬂ,wvuu+N+N~+...+N_¢.~
1 =2

The desired result is obtained by letting z = 1. Also solved by
Joha T. Bagwell, Jr., H. Kave, Paul Meyers, Ted Newton, K.
Smith, G. Tarus, M. Wagner, F. Zetto and the proposer.

Editorial Note: The same problem was proposed by Robert P.
Goldberg in the November, 1961, Mathematics Magazine and solved
in the May-June, 1962 issue.

ERRATA

106. Proposed by M. S. Klamkin, State University of New York at
Buffalo.
An equi-angular point of an oval is defined to be a point such
that all chords through the point form equal angles with the oval
at both points of intersection (on the same side of the chord). It
is a known elementary theorem that if all the interior points of
an oval are equi-angular, then the oval is a circle.
1. Show that if one boundary point of an oval is equi-angular,
the oval is a circle.
2. Determine a class of non-circular ovals containing at least
onie equi-angular point.
3. It is conjectured that a non-circular oval can have, at most,
one equi-angular point.
It has been pointed out by Michael Goldberg, Washington, D. C.,
that there is an error in the proposer’s solution to part 2 (Fall,
1961 issue). He also gives a geometrical solution for this part.
The corrected version of part 2 should read:
2. Let the origin be the equi-angular point. Then we have to
find r such that

n%um + HMHNH O+ =0, mOH N: 8

One obvious solution is .
Inr= Hhowﬁwmn 6)do

where F is odd, i.e.,
r = aePcost

BOOK REVIEWS 4

Edited by
FRANZ E. HOHN, UNIVERSITY OF ILLINOIS

Undergraduate Research in Mathematics, Report of a conference held at
Carleton College, Northfield, Minnesota, June 19 to 23, 1961, with support
from the National Science Foundation, edited by Kenneth O. May and Seymour
Schuster. Carleton Duplicating Service, Northfield, Minnesota, 1961.

Despite the fact that ‘‘undergraduate research in mathematics’’ is not well
defined, this report should be of great interest to anyone concerned with the
development of mathematical maturity in undergraduate students. Although some
of the conferees wished to restrict the term *‘research’’ to research leading to
original results in mathematics worthy of publication in at least the Monthly,
and others wished to extend the word to cover routine term papers of the nature
found in undergraduate courses in, say, English, this reviewer feels that de-
spite the semantic disagreement two important contributions are made in this
report.

First, there is a discussion of the various techniques used to stimulate
undergraduate study. These techniques include, among others, the Moore
Method, undergraduate theses, undergraduate seminars, term papers, honors
programs and honors sections, competitions, clubs, and local undergraduate
publications. There are several detailed reports describing the utilization of
these methods.

Second, there is a discussion of the support available for undergraduate
research and independent study in mathematics under the NSF’s Undergraduate
Science Education Program. Here, the discussion ranged from the availability
of NSF funds to a summary of the programs now being held under the NSF
grants. Mathematicians, it appeared, have not been participating as actively
in‘this program as other scientists.

For the very few hours needed to read this report, the time will be well
spent.

University of Illinois Hiram Paley

Introduction to Probability ond Statistics, Second Edition. By H. L. Alder and
E. B. Roessler. San Francisco, W. H. Freeman, 1962. xii + 289 pp., $5.50.

This second edition remains virtually unchanged from the first except for
the addition of two new chapters on the F-distribution and analysis of vari-
ance. As before, the book is intended for use in a one-semester introductory
course in statistics where calculus is not a prerequisite.

With the exception of brief discussions on index numbers and time series,
the topics covered are the usual ones and, as in other books written on this
level, the quality of mathematics suffers. Of course, this is partly due to the
severe limitations of writing about statistics on this level. However, at least
some of the definitions could be improved. For example, the first definition
given is: ‘A measurable characteristic is called a variable.’”’ Later on, we
find: *‘A measurable characteristic of a population, such as its mean or stand-
ard deviation, is called a population parameter or simply a parameter.”’

A distinguishing positive feature of the book is the authors’ easy, fluid
style of writing. Also, there are hundreds of exercises requiring only a small
amount of computation, and the answers are given in the back of the book.
University of Illinois Gus Haggstrom
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A Secend Course in Number Theory. By Harvey Cohn. New York, Wiley, 1962.
xiii + 276 pp., $8.00.

As the title of this book suggests, a reader needs as background a first
course in number theory. But titles cannot reveal everything, and so it should
be pointed out that a reader also needs some understanding of abstract algebra,
particularly a little group theory. The author does give 8 review of elementary
number theory and group theory, but this might not be easy reading without some
prior familiarity with these topics.

Following this review material, Professor Cohn launches forth on his main
topic, ideal theory in quadratic fields, including discussions of units, the
algebra of ideals, unique factorization with ideals, norms, and class numbers.
The third and final part of the book comprises the application of this theory of
ideals to three topics: a proof of the Dirichlet theorem on the infinitude of
primes in an arithmetic progression, quadratic reiprocity, and quadratic forms.
There is a good bibliography and several numerical tables.

The writing has a historical orientation which is rare outside of books on
the history and culture of mathematics. To illustrate this we cite two exam-
ples out of many. In the preface it is remarked that ‘‘A student completing
this course should acquire an appreciation for the historical origins of linear
algebra, for the zeta-function tradition, for ideal class structure, and for
genus theory.’”’ On page 241 it is observed that ‘At this juncture number the-
ory was strongly influenced by Riemann’s theory of functions. . .”’

This book fills a gap in the literature very neatly. There is, in fact, no
book (certainly not in English) covering these particular topics, although of
course there are a few that overlap in minor ways. The author is to be con-
gratulated on opening up a large area of mathematics to a wider class of
readers. Graduate students will find that this book is one of those helpful
works that serve as bridges between the more elementary books and the arti-
cles in the journals.

University of Oregon Ivan Niven

Discrete Varioble Methods in Ordinary Differantial Equations. By Peter
Henrici. New York, Wiley, 1962. xi + 407 pp., $11.50.

Professor Henrici has written a book which will be of vital interest to all
students of numerical analysis. Although this book is concerned with the nu-
merical solution of ordinary differential equations, the underlying concepts
are of importance in all areas of numerical analysis. This text is the first
book on the numerical solution of o.d.e. which was written with high mmmmm
digital computers in mind.

The book is divided into three parts which are as follows:

Part 1. One-step methods for initial value problems.

Part 2. Multistep methods for initial value problems.

Part 3. Boundary value problems.

In each part, there is a buildup of the theoretical apparatus with precise
definitions followed by applications. There is a considerable discussion of
roundoff error in terms of random variables, and the numerical examples
show the appropriateness of the stochastic model. A good set of problems is
given at the end of each chapter.

This book represents a standard of rigor and clarity which all future text
books in numerical analysis should aim for.

Stanford University Gene H. Golub
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Theory of Numbers, Second Edition. By G. B. Mathews. New York, Chelsea,
1961. xii + 323 pp., $3.50 clothbound.

Conic Sections. By G. Salmon. New York, Chelsea, 1962, xv + 399 pp., $3.50
clothbound, $1.95 paperbound.

Projective Methods in Plane Analytical Geometry. By C. A. Scott. New York,
Chelsea, 1961. xii + 290 pp., $3.50 clothbound.

The Logic of Chance. By J. Venn. New York, Chelsea, 1962. xxix + 508 pp.,
$4.95 clothbound, $2.25 paperbound.

These four books are reprints of classical works, originally published in
the last century, that were outstanding in their day. They are famous for
clarity, completeness, and charm and belong in every reference library.

University Caleulus with Andlytic Geometry. By C. B. Morrey, Jr. Reading,
Mass., Addison-Wesley, 1962. xiv + 754 pp., $12.50.

Like many others of the modern texts published recently by Addison Wesley,
this is another excellent book.

It is designed for a sequence of courses, totalling 12 semester hours, for
students who are well prepared in algebra and trigonometry but who do not
have any background in analytic geometry. The approach and the language of
the book are definitely modern. Besides the usual topics discussed in most
calculus books, the author devotes a substantial amount of space to analytic
geometry and to the theory of vectors in the plane and in space. Theory is
emphasized from the beginning, even to the point of requiring the student to
prove many of the theorems as exercises.

An early chapter gives an introduction to the fundamental concepts of limit,
differentiation, and integration. The discussion is informal at the start, but
rigorous proofs are given of all essential theorems. Union, intersection, and
difference of two sets and also interior points as well as limit points are
defined and made use of in Chapter 8 on the definite integral. The differential
is discussed carefully and extensively.

The reviewer recommends this book as a text where a combination geometry-
calculus book course is in order.

University of Maryland Dagmar Henney

Stochastic Service Systems. By John Riordan. New York, Wiley, 1962. + 139
pp., $6.75.

This book, a member of the SIAM Series in Applied Mathematics, is a well
written introduction to the probability theory of queueing and traffic systems,
and of certain variants of these which arise especially in telephone problems.
The mathematical level is comparable to that of Feller’s book, and a student
who has had an introduction to probability theory from such a book should find
little difficulty in reading Riordan’s book. Many interesting topics which are
not treated in standard references on queueing theory are contained in the
book; for example, nonstandard queueing disciplines such as ‘‘last-come,
first-served’’, systems with defections or balking, busy periods, etc. There
are also historical remarks and references which are quite up-to-date.

Cornell University J. Kiefer
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Numerical Analysis, with Emphasis on the Application of Numerical Techni-
ques to Problems of Infinitesimal Calculus in Single Variable, Second Edi-
tion. By Zdenek Kopal. New York, Wiley, 1962. xvi + 594 pp., $12.00.

The author has written a highly personal book which strongly reflects his
own philosophy and interests. The numerical techniques described are mainly
finite difference methods for approximating continuous problems. The first
chapter gives a short history of number systems and nuriérical analysis. Chap-
ters II through VII develop the classical subjects of numerical analysis -
polynomial interpolation, numerical differentiation, intergration of o.d.e.,
boundary value problems, and mechanical quadrature. Chapter VIII describes
methods for solving integral and integro-differential equations and Chapter
IX is devoted to operational methods in numerical analysis which include
polynomial and rational approximations. The book is concluded by several
appendices which contain several useful tables.

Each chapter begins with motivational material. There are extensive bibli-
ographical notes and problems at the conclusion of each chapter. Throughout
the text, illustrative numerical examples are given.

Although this is a very readable and interesting book, it will find its great-
est use as a reference for the practicing numerical analyst.

Stanford University Gene H. Golub

Infinite Series. By 1. I. Hirschman, Jr. New York, Holt, Rinehart, and Winston,
1962. x + 173 pp., $4.00.

This book is another welcome addition to the Athena Series of Holt, Rine-
hart and Winston. As other members of the series, it has an attractive format.
As an indication of the coverage, a listing of the chapter headings and the
corresponding lengths in pages is as follows:
Chapter 1. Tests for Convergence and Divergence (35 pages).
2. Taylor Series (20 pages).
3. Fourier Series (25 pages).
4. Uniform Convergence (21 pages).
5. Rearrangements, Double Series, Summability (28 pages).
6. Power Series and Real Analytic Functions (18 pages).
7. Additional Topics in Fourier Series (14 pages).
Appendix
Set and Sequence Operations, Continuous Functions (6 pages)
Although the treatment is rigorous, emphasis has been placed upon the
applications of the theory developed rather than upon the theory itself. Con-
sequently, there is more material than usual on problems and applications,
which, according to this reviewer, definitely enhances the book. The pace
set by the author is rather leisurely, which should make the book attractive
to those students studying on their own.
1t should be noted that in problem 9, p. 15, it has been tacitly assumed
that Ais a constant.

A

-
Otherwise, 5" n"' can diverge even if A> 1 (e. A=1 +1/n).

H-HM

Similarly for problem 11.
AVCO Corp. M. S. Klamkin
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Selected Topics in the Classical Theory of Functions of a Complex Variable.
By M. H. Heins. New York, Holt, Rinehart and Winston, 1962. xi + 160 pp.,
$3.50.

The advent of the present monograph comes as a rare pleasure to the
reviewer, as it must to other mathematicians who enjoy classical analysis and
its recent developments. For many reasons this is a most interesting and stim-
ulating book.

To begin with, the selection of topics has been done with considerable
care. Among the contents are to be found the Cauchy-Goursat theorem, the
Mittag-Leffler and Weierstrass theorems, the Riemann mapping theorem, the
Bloch and Schottky theorems, the big Picard theorem, the theory of harmonic
and subharmonic functions, the Dirichlet problem, the classification of regions
(as hyperbolic and parabolic), the theorems of Iverson and Milloux-Schmidt,
the Phragmén-Linddlof theorem, Wiman’s theorem, Carleman’s method, results
on the boundary behavior of conformal mappings, and the strong form of the
Cauchy integral theorem and formula. In a number of these areas the author
has made significant research contributions, and this is not without influence
on the development of the text.

A few of the topics discussed may already have been encountered by the
student in a first course in function theory. If so, he will find it fruitful to
renew his acquaintance with them here; the treatment is almost certain to be
different in some respect from that previously seen. This difference is not
merely for its own sake, however, since there is always a point to the author’s
departure from the traditional. For example, his use of Fourier series methods
in deriving basic properties of analytic functions is highly illuminating, as
is his presentation of the Caratheodory-Koebe proof of the Riemann mapping
theorem.

The many topics that are new to the student will greatly enrich his know-
ledge of function theory and provide a base for attacking the current litera-
ture. Indeed, the latter facet of the book is perhaps its strongest. With due
acknowledgement of Pélya and Szegd’s celebrated Aufgaben und Lehrsdtze,
the author adopts a style in which the problems often form an integral part
of the development. The student should therefore work all of them, as well
as the informal problems which arise as details in the text itself. This poses
a serious challenge, but the student who accepts it and works his way through
the book’s 155 pages will be amply rewarded in ability to cope with the re-
search literature.

Alternatively, the book lends itself well to use as a source of advanced
topics for inclusion toward the end of a first course in complex function
theory. An attempt has been made to keep it reasonably self contained, even
to the extent of inserting material from real function theory in the appendices,
and many of the topics are treated independently of one another.

To carry out a program of the above sort is no mean task. The author has
done it skillfully, particularly with regard to the organization of material and
the difficult choice of what should be made explicit and what left to the
reader. Not the least of the author’s skills, however, is his command of a
prose style which virtually puts the work in a class by itself. Pleasantly
informal, the writing is filled with interesting observations, side remarks,
and references, so that one almost has the feeling of being present at a well
polished lecture. In all likelihood this book is destined to become a classic
in its field.

University of Washington Maynard G. Arsove
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Geometrical Constructions Using Compasses Only. By A. N. Kostovskii. New
York, Blaisdell, 1961. xi + 79 pp., $0.95. (Translated from the Russian by
Halina Moss).

The Ruler in Geometrical Constructions. By A. S. Smogorzhevskii. New York,
Blaisdell, 1961, viii + 86 pp., $0.95. (Translated from the Russian by Halina
Moss).

These two booklets, presupposing hardly any more mmo\m.mn_.w than that to
which an American high school student is generally exposed, form a readable
introduction to the problems implied by the titles. The authors restrict them-
selves to the synthetic approach almost exclusively. They develop with a
minimum of axiomatic formalization the additional ideas of inversive and pro-
jective geometry needed and which are not generally part of the beginning
students’ background.

These books should make excellent sources of additional material for high
school students and will be of interest to anyone who has ever toyed with
ruler and compass.

A highlight of the ‘*Ruler’’ book is a proof of the impossibility of construct-
ing with the ruler alone the centers of two given nonconcentric circles unless
they intersect. However, beyond mentioning them, the three classical impos-
sible construction problems are not discussed.

The translation is well done. Only two misprints were detected; these are
too minor to point out.

University of Nebraska Edwin Halfar

Handbook of Automation and Control, Volume 3. Edited by M. Grabbe, S.
Ramo, and D. E. Wooldridge. New York, Wiley, 1961, xxi + 1153 pp., $19.75.

Preceding volumes of this Handbook were devoted to the fundamental
theories of Logical Design and Information Theory (Vol. 1) and to Program-
ming and Design of Computers (Vol. 2). The latest (and final) volume is called
“Systems and Components’’; a better title might have been ‘‘Process Con-
trol”’. The reviewer feels, as for the first two volumes, that overlap is consid-
erable--compare Ch. 27 of Vol. 3 to Ch. 16 of Vol. 2-- and that the depth of
thought is highly variable--as witnessed by the complete irrelevance of Ch. 2
(**The Human Component’’) and the very fine treatment of ‘‘Transmission
Systems’’ in Ch, 15.

It seems, however, that in overall quality this new volume is superior to
the predecessors: The sections on ‘‘Manufacturing Process Control,”’ ‘‘Chemi-
cal Process Control’”’ and ‘‘Industrial Control Systems’’ (including Nuclear
Reactors) are, in general, quite usable as a first introduction to the fields:
This contrasts strongly with the approach of Vol. 2 which presupposes often
a good deal of preliminary knowledge. Incidentally, Chapter 26 on ‘‘Semi-
conductor Devices’’ and Chapter 27 on ‘“Transistor Circuits’’ (both of these
are in the Component Section) are examples of outstanding clarity and show
handbook writing at its best.

In summary: The reviewer wished that about 50% of the chapters were rewrit-
ten to reach the high level of competence of the other half. This criticism, how-
ever, can be levelled at almostany compendium. One should congratulate the
editors for having achieved an entirely useful encyclopedia of the automation
and control field. The density of information on the more than 3,000 pages
is definitely high and, this is a very positive point, there seem to be practi-
cally no errors.

University of Illinois W. J. Poppelbaum
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Hondbook of Statistical Tables. By D. B. Owen. Reading, Mass., Addison-
Wesley, 1962. xii + 580 pp., $12.50.

This is an unusually complete collection of 113 tables of functions used in
statistics, many of them more extensively tabulated than ever before. The
volume will be much appreciated by both the advanced student and the prac-

ticing statistician.

An Introduction to Probability and Statistics. By Howard G. Tucker. New
York, Academic Press, 1962. xii + 228 pp., $5.75.

Here is a bold new textbook on probability and statistics for undergraduate
mathematics majors that differs radically in scope, depth, and presentation
from others now on the market. For an introductory text, the author has given
us a sound mathematics book which is concise, well written, and relatively
free of errors.

In the preface the author draws attention to these features of the book:

«¢1. Random variables are treated as measurable functions.

2. Sampling is treated in terms of product spaces.

3. Distributions are derived by the transformation method.

4. Probability is given an axiomatic treatment.

5. A chapter on the matrix theory needed is inserted in the middle of the

book.

6. The Neyman theory of confidence intervals is given a systematic treat-

ment,

7. A more natural definition of the multivariate normal distribution is given.

8. Expectation is given a unified treatment; the expectation of a random

variable X is defined to be

Jo txoxla— [2pIxSxlan

provided that both of these improper Riemann integrals are finite. Formu-
1as and properties in the discrete and absolutely continuous case are then
derived from this definition.”’

A further indication of the content of the book is that among the theorems
proved are a version of the Law of Large Numbers, the Neyman-Pearson Funda-
mental Lemma, the Cramer-Rao Inequality, and Cochran’s Theorem.

Compared to other books aimed at the same level, relatively little space is
devoted to motivational material and examples. The exercises are commonly
used for filling in steps in proofs and for proving corollaries, but there are
still many good exercises on applications. The answers are not given.

It is unfortunate that this excellent text may be at too high a level to be
very useful in the classroom. Many teachers will find that a course based on
this text will overshoot the maturity of their students, particularly if many of
them come directly from calculus. More motivational material and examples
would have been helpful without compromising the author’s aim to write a
sound introductory statistics book.

University of Illinois Gus Haggstrom
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Stability by Liapunov’'s Direct Method, with Applications. By Joseph LaSalle
and Solomon Lefschetz. New York, Academic Press, 1961. vii + 134 pp., $5.50.

This monograph, the fourth in a series edited by Richard Bellman, repre-
sents (according to the cover) the first ‘‘detailed and elementary account in
English of Liapunov’s direct (second) method.’” The boak presents no new
material but does give a concise account of Liapunov stability theory as it
appears in the literature of the past two years. Indeed, in the short space of
134 pages the reader is at least introduced to some of the modern concepts of
stability analysis in a rather painless and pleasing way.

In Chapter One, essential material is given for application in later chapters.
Ideas are rapidly and lucidly presented in a manner which gives the student
an opporunity to learn yet does not insult the more mature reader. By inclu-
sion of this chapter, the book is rendered essentially self contained.

Chapter Two deals with differential equations, immediately and conclusive-
1y put in the normal form. The reader is guided quickly through the ideas of
trajectories in phase space, critical points and eigenvalues, etc. A great deal
of notation is brought out in this chapter and it appears that one entirely unfa-
miliar with the terminology might easily lose his way among the definitions.
However, the main purpose of the chapter is to lay a solid mathematical foun-
dation for the stability theory which is the subject of the book. Having
previously given definitions and elementary properties of vector spaces and
coordinate transformations, the authors now begin a careful, clear develop-
ment of stability notions applied to the vector set of differential equations in
normal form. Beginning with autonomous systems, Liapunov functions are
defined and Liapunov’s stability theorems are given with proofs either stated
or outlined. Several types of stability are described and examples are given to
explain the more subtle aspects of the theory. More general and practically
important topics complete this chapter: Stability and the Theorems of Liapunov
for Nonautonomous Systems, Converse of the Theorems of Liapunov, the
Extent of Asymptotic Stability, Stability under Persistent Disturbances. Chap-
ter Two contains the bulk of the theoretical development of Liapunov’s work,
condensed into fifty pages. This is, indeed, the main contribution of the
book.

Chapter Three is devoted to the study of stability theory applied to control
mechanisms. Several typical control problems are worked out in detail and
and comments are made concerning more desirable ways to approach control
problems. It might be considered that this chapter introduces a philosophy of
control from the viewpoint of the mathematician. Such a discussion is impor-
tant to the student learning to apply notions of stability to practical control
problems and is welcomed by the systems analyist as an analytic approach to
the quantitive study of non-linear control systems. The technical content of
Chapter Three is not new to the scholar working the control field; however, it
is a good concise source of pertinent information for reference.

Chapter Four is a collection of assorted topics in stability and is of inter-
est primarily to the specialist.

In total, the book leaves a good impression. It might be criticized in that
there is little discussion of the philosophy underlying the selection of
Liapunov functions. Many of the coordinate transformations seem to have
insufficient motivation at the outset. The logic behind their selection is
apparent only at later stages of the solution. Still, it must be admitted that
most people attack stability problems this way and little is really known
about the selection of Liapunov functions. This reviewer must emphasize,
however, that several significant contributions have been made along these
lines since publication of the book. Thus the text does not contain the current
advances concerning selection of Liapunov functions. The unconventional
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notation used in numbering certain equations was confusing at first to this
reviewer. In Chapter Three some simple block diagrams of the systems under
discussion would have added to the clarity of the presentation. These minor
criticisms are, however, offset by the clear style of discourse and appropriate
geometrical diagrams which help give an insight into some of the subtle dif-
ferences between the several types of stability described.

The book is well suited for use as a reference text in a course on stability
or for self study. The authors have written a monograph which should be well
received as a clear, concise introduction to an intensely important subject.
University of Illinois. Stephen J. Kahne

Lie Algebras. By Nathan Jacobson. New York, Wiley-Interscience, 1962. ix +
331 pp., $10.50.

This book gives a very concise, closely knit presentation of the theory of
Lie algebras. The objective is to provide a thorough background in the most
general context in recognition of the growing relevance of the theory in a
number of different fields, such as Lie groups, algebraic groups, and free
groups. In particular, the restrictions on the base field are minimal and are
introduced only when necessary. For example, the classical classification of
semi-simple Lie algebras is extended to split semi-simple Lie algebras,
namely, those which have a Cartan subalgebra H such that for every hCH,
adh has its characteristic roots in the base field. This is a fairly minor point,
but it illustrates the spirit in which the author approaches the subject.

The prerequisites, as stated by the author, are a thorough foundation in
linear algebra for the first nine chapters, plus some knowledge of Galois
theory and the structure theory of associative algebras for the last chapter.
This already puts the book out of reach of the average first year graduate
student, to say nothing of that intangible, mathematical maturity, clearly
necessary for negotiating such a compact work.

Briefly, the first four chapters are concerned with the structure of Lie
algebras and the classification of the semi-simple ones. Levi’s decomposition
theorem and an introduction to the cohomology theory of Lie algebras are in-
cluded, and Dynkin’s method is followed in the classification. The next chap-
ters are concerned with representations of Lie algebras. The universal
enveloping algebra is introduced and used to reduce the problem to that of
representations of associative algebras, the theorm of Ado-Iwasawa is proved,
Cartan’s classification of irreducible representations of a semi-simple Lie
algebra is given, via modules, and Wey!’s formula for the character of such a
representation is derived. The ninth chapter studies the automorphism group
of a Lie algebra, while in the last chapter the classification of simple Lie
algebras over arbitrary fields of characteristic O is investigated. At the end
of each chapter there is a section of stimulating, non-trivial problems.

Much of this material is obtainable elsewhere, ultimately in the works of
E. Cartan, more readably in the volumes of Chevalley on Lie Groups, the
Paris “‘Sophus Lie’’ seminar notes, Bourbaki, and the notes of H. Freud-
enthal on Lie groups. However, the completeness and generality of the
present exposition make it a valuable addition to the literature both as a
reference and as a text for an advanced graduate. course. Its appearance is
sure to be welcomed by many experts in related fields.

Northwestern University R. J. Crittenden
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The USSR Olympiad Problem Book. By D. O. Shklarsky, N. M. Chentzov, and
1. M. Yaglom. San Francisco, W. H. Freeman, 1962. xvi + 452 pp., $9.00.
(Revised, edited, and translated by I. Sussman and J. Maykovick.)

The Contest Problem Book. By Charles T. Salkind. New York, Random House,
1961. vi + 154 pp., $1.95.

The first of these two books is a collection of unconventional problems of

varying levels of difficulty, many new, some familiar, and a few very well-known.

The problems come from arithmetic, elementary number theory, analytical trigo-
nometry, and algebra. Very little knowledge beyond that taught in college alge-
bra and trigonometry is required for their solution. (When unusual knowledge is
required, it is provided in the text.) On the other hand, many of them require a
high degree of computational skill and insight.

The problems are 320 in number and are arranged according to subject
matter. Their statement occupies the first 79 pages of the book. Then follow
343 pages of solutions and, for those who may give up less easily, 30 pages
of hints and answers.

These problems are taken from the Olympiad contest examinations given to
Russian students from the seventh to tenth grades, which correspond in aca-
demic attainment to our ninth to twelfth grades. However, the problems are
interesting enough and difficult enough to be useful and challenging to college
students in this country.

This volume is an attractive and valuable contribution to the mathematical
literature.

The second of these collections is a compilation of the problems from the
annual high school contests sponsored by the Mathematical Association of
America. Solutions to the problems are given, as is an index which classifies
the problems according to subject. The examinations are those for the years
1950 to 1960 inclusive.

These problems are easier than their Russian counterparts. They are also
much more varied in nature and scope. (Geometry, for example, is well repre-
sented here.) As a result, this book will be more useful in high schools in
this country than the first volume will, Indeed, it should be made available to
every able mathematics student as a source of diversion, inspiration, and train-
ing in original thinking.

University of Illinois Franz E. Hohn

Concepts of Tensor Analysis and Differential Geometry. By Tracy Y. Thomas.
New York, Academic Press, 1961. vii + 119 pp., $5.00.

This is the first volume in a series entitled ‘‘Mathematics in Science and
Engineering’’ which is designed to present the theory and application of
recent scientific and mathematical developments. The author of this volume
gives an introductory account of the subject described in his title. He suc-
ceeds in including a great deal of the standard material in his twenty-five
chapters. The brevity of his treatment will appeal to those students of applied
mathematics who would like to become familiar with the formal aspects of the
tensor calculus, and to many others who want only a bird’s-eye view of the
subject.

University of Illinois Harry Levy
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Lectures in Projective Geometry. By A. Seidenberg. Princeton, Van Nostrand,
1962. x + 230 pp., $6.50.

This is an extremely well-written introduction to the subject, intended as a
text for a two-semester course at the .junior or senior level in college. The
author introduces the main topics of projective geometry on an intuitive basis
tas an extension of high-school geometry’’, then proceeds axiomatically. The
book is completely self-contained, even to the extent of introducing such
topics as determinants -- the stated prerequisites are two years of high-school
mathematics. This greatly increases the accessibility of the material treated:
the book could be recommended to the graduate student who has had no time
and/or opportunity to take a course in geometry, or equally well to the high-
school teacher wishing to enrich his background by independent study. Its
value would seem greatest as a course text for the advanced undergraduate;
even if one foresees no extensive study of geometry in his future, this is an
excellent place to acquire familiarity both with the axiomatic method and with
many of the basic concepts of abstract algebra -- but a person using the text
for the latter purpose should be cautioned that Professor Seidenberg’s treat-
ment might well entice him into a full+ime study of geometry.

University of Chicago D. A. Moran

Russian Reader in Pure and Applied Mathematics. By P. H. Nidditch. New
York, Wiley, 1962. x + 166 pp., $2.25.

This little book contains one hundred brief readings from many different
areas of pure and applied mathematics. The variety is excellent. Interlinear
translations of all passages are provided. Extensive notes explaining all
grammatical peculiarities are given. The book will be useful to all who are
learning to read mathematical Russian. Indeed, it fills .a long-felt need for a
collection of specifically mathematical readings. Previous collections of
scientific passages have only rarely included mathematical material.
University of Illinois Franz E. Hohn

The Method of Mathematical Induction. By 1. S. Sominskii. New York, Blaisdell,
1961. vii + 57 pp., $0.95.

This little booklet begins by outlining the method of mathematical induction
and pointing out the equivalence of this principle and the fact that any set of
positive integers contains a smallest number. Examples are given in which
induction fails because one of two essential components of a proof by induc-
tion is omitted or bungled.

There follow 52 theorems appropriate for proof by induction. Some are proved.
These are chosen to illustrate a variety of techniques. Others are left as exer-
cises. A brief chapter then gives proofs of some elementary theorems from
algebra, and the final chapter gives solutions to the exercises some of which
are particularly simple and some of which are challenging. Most of the exam-
ples and exercises deal with algebraic identities. Some familiar inequalities
are also included. Very few geometrical theorems appear. No determinantal
identities are given.

The book is easy to read. Since so little background is presumed, it is suit-
able for good high school students. They should find in it much that is of
value but they may wish the style were a little livelier.

University of Illinois Franz E. Hohn
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Mathematical Statistics. By S. S. Wilks, New York, Wiley, 1962, xvi + 644 pp.,
$15.00.

Here is a book that may be fairly said to represent the solid core of modern
statistical theory, carefully and systematically presented. The student who
has mastered this volume will have a very thorough and balanced grasp of the
present state of the subject, and will be in a good position to begin to work
at the growing edge of this large area of mathematics.,

The task of preparing an up-to-date account of any active field of mathe-
matics is like trying to board a moving train. This book had its beginning in a
lithoprinted text under the same title published by Princeton University Press
in 1943, In the ensuing 19 years the subject has advanced so rapidly that one
may say that the character of the book has radically changed since the litho-
printed version. A few topics have receded into the background, or even dis-
appeared. For example, in the original version there was a section devoted to
the Pearson system of distribution functions, and another to the chi-square
test of goodness of fit; in the present text the first of these topics is not
mentioned, and the second appears only in two exercises. Chapter IX of the
early version was devoted to analysis of variance, treated from the regression
standpoint; in the present version the term ‘“‘analysis of variance’’ does not
appear in the table of contents, although it is adequately treated in the text.

These changes are, of course, symptomatic of the extensive changes in
matematical statistics over the pastseveral decades. Even more interesting
from this standpoint are the topics appearing in Professor Wilks’ new book
that did not appear in the earlier one. Chapter 1, entitled *‘Preliminaries®’,
contains a rather detailed account of the necessary set theory (including
sequences of sets), Borel fields, probability measures, and probability spaces.
These matters, if mentioned at all, received only passing mention in the
earlier book. Chapter 16, on statistical decision functions, deals with a topic
which, in 1943, was little more than a gleam in the eye of John von Neumann.
The chapter presents a rather brief but entirely adequate account of certain
central ideas of decision theory. Sequential statistical analysis, dealt with in
Chapter 13, has likewise made its debut since 1943; in fact, it may be regarded
as a forerunner of decision theory. Another new topic is that of time series,
to which Chapter 17 is devoted.

According to the preface, ‘‘the purpose of this book is to introduce mathe-
matical statistics to readers with good undergraduate backgrounds in mathe-
matics.”” Only a very few undergraduates, however, would be sufficiently
grounded in mathematics and in statistics to undertake to read this book at the
beginning of their graduate work. It presumes a sophistication in set theory and
related matters which is likely to be gained only in a rather solid course in
real variables. The reader without considerable background in matrix theory
would be in difficulties at some points, but this is more easily remedied. Fi-
nally, it mustbe said that this book needs to be supplemented by a good deal
of experience with actual data. In practical terms, for almost all students this
means that one or two preliminary courses in statistics should precede the
study of this book. In this connection, a rather minor criticism is that although
the term ‘‘experimental design’’ is used a number of times, it is never defined,
as far as the reviewer could determine.

In summary, this is a book which will retain its usefulness for many years,
and which is likely to become one of the permanent classics in the field of
mathematical statistics.

Earlham College Howard W. Alexander
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Mathematical Progromming. By S. Vajda. Reading, Mass., Addison-Wesley,
1961. ix + 310 pp., $8.50.

Suppose that N horses run in a race and that a gambler will receive a dol-
lars for each dollar bet if the ith horse wins and will lose the amount of the bet
otherwise. How should the gambler divide his stake among the horses so that
his smallest possible stake after the race is as large as possible?

To see the nature of this problem we may assume %wn the gambler’s stake
is unity and that he allocates the amount x; to the i~ horse. Then these vari-
ables must satisfy the relations

x, +NN+...+NZ =1
umN 0, i=1,2,...,N.
Furthermore, if the mnv

a;x; - C-nmv =(a + 1) X - 1.

horse wins, the gambler’s stake will become

If we let
E_-TJ +1)x -1] =v,
i 1

then our task is to choose the variables x. so as-to maximize the value of v.
We may restate the relations and problem mo read:
Choose the non-negative variables x; subject to the conditions

(a; +x; - 12 v,i=12,..N,

so as to permit the largest possible choice of the value v.

We have just stated a linear programming problem, the solution of which
may be found in the book under review. The essential ingredients are that we
consider a physical situation demanding an optimization, try to formulate the
problem. mathematically as the maximization of a linear form whose variables
are subject to linear inequality constraints, and then solve the resulting equa-~
tions computationally. It has been found in recent years that many problems in
operations research, game theory, and engineering are of this type. The com-
putational problem is enormous, since we may have to deal with hundreds of
inequalities involving thousands of constraints.

The first four chapters of this book are preparatory in nature. Chapter five
through eight form a satisfactory introduction to this field and are readily
accessible to upper division and graduate students. Interesting sets of prob-
lems and answers are available so that the book is suitable for independent
study. The remaining chapters, devoted to quadratic programming, stochastic
linear programming, and dynamic programming, are not written in the lucid
expository style for which the author is well known and may safely be avoided.
A useful bibliography is included.

This is a useful introduction to a field that is rapidly growing in importance.
RAND Corporation R. Kalaba
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Higher Algebra for the Undergraduate, Second Edition. By M. Weiss. Revised D. T. Finkbeiner, I, Introduction to Matrices and Linear Transformations.
by R. Dubisch. New York, Wiley, 1962. ix + 177 pp., $4.95. San Francisco, W. H. Freeman, 1960. ix + 246 pp., $6.50.
F. P, Fowler, Jr. and E. W. Sandberg: Basic Mathematics for Administration.

This book may well be the answer to that difficult problem of changing from New York, Wiley, 1962. xvii + 339 pp., $7.95.

“‘cookbook’” problem solving m—.m.wg.w. to the nﬁomﬁﬁo modern algebra of the B. A. Fuchs and B. V. Shobat: Functions of a Complex Variable and Some
present day. Usually, the transition is a very painful one for students and of Their Applications. Reading, Mass., Addison-Wesley, 1962. x + 286
teachers alike. The students simply don’t see the needfor axioms, and for pp., $7.00.
proving things which seem obviously true. They find modefn algebra dull, and G. Fuller: Analytic Geametry, Second Edition. Reading, Mass., Addison-
very troublesome, and even if they don’t give up, they frequently end up with Wesley, 1962. ix + 230 pp., $5.75.
far from a love for the subject. This text should alleviate many of these diffi- B. V. Gnedenko: Probability. New York, Chelsea, 1962. 459 pp., $8.75.
culties. S. L. Goldberg: Curvature and Homology. New York, Academic Press, 1962.
The original edition was well received, and the present one, retaining the xvii + 315 pp., $8.50. . o )
same spirit, will be widely used. Important material on linear algebra has been M. Hamermesh: Group Theory and its Applications to Physical Problems.
added, additional exercises included, and the format generally improved. Reading, Mass., Addison-Wesley, 1962. xv + 509 pp., $15.00.
After introducing the real and complex number systems, the authors discuss *M. Heins: m&nnmmm Topics in the Qn.mm.n.& Theory of M::nn_o:m of a .
the elementary theory of groups, rings, integral domains, and fields, pleasant- Complex Variable. New York, Holt, Rinehart and Winston, 1962. xi +

160 pp., $3.50.
*P, Henrici: Discrete Variable Methods in Ordinary Differential Equations.
New York, Wiley, 1962. xi + 407 pp., $11.50.
*I, L. Hirschman: Infinite Series. New York, Holt, Rinehart and Winsten,
1962. x + 173 pp., $4.00.

1y guiding the student through these abstract concepts. Next follow the sub-
jects of polynomials, matrices, systems of equations and determinants. The
last chapter is devoted to the important tapic of homomophisms. Notice how
the best (and most difficult) is saved to the last.

The reviewer feels that a careful study of this text should provide most o.n *N. Jacobson: Lie Algebras. New York, Wiley-Interscience, 1962. ix + 331
the material and much of the maturity needed for a serious graduate course in pp., $10.50.
modern abstract algebra. N. D. Kazarinoff: Geometric Inequalities. New York, Random House, 1961.
San Jose State College T. J. Cullen 132 pp., $1.95.

E. S. Keeping: Introduction to Statistical Inference. Princeton, Van
Nostrand, 1962. xi + 451 pp., $8.50.

J. G. Kemeny, A. Schleifer, Jr., J. Laurie Snell, and G. L. Thompson:
Finite Mathematics with Business Applications. Englewood Cliffs, N. J.,
Prentice-Hall, 1962. xii + 482 pp., $10.60.

*Z. Kopal: Numerical Analysis, Second Edition. New York, Wiley, 1962.
xvi + 594 pp., $12.00.
N. H. Kuiper: Linear Algebra and Geometry. New York, Wiley, 1962.

w : = : w :m ﬂm _ < m = ﬂc z =m <_ m i K Wﬁm.ﬂon%mm_%uwrnwwwww.&oa to Calculus. Reading, Mass., Addison-Wesley,

1962. 315 pp., $5.00.
K. Kuratowski: Introduction to Set Theory and Topology. Reading, Mass.,

, .. ddison- , 1962. 283 pp., $6.50.
R. L. Ackoff: Mau—man&.—n Emn\.:w&.. Optimizing Applied Research Decisions. *J. memmm%”“—ﬂm—ww%ﬁonmwmwu" mwwvamnwm%% Liapunov’s Direct Method, with
*H Moﬂ—MQF Wiley, 1962. xii .?.haa pp-, &nc.nm. . . . Applications. New York, Academic Press, 1961. vii + 134 pp., $5.50.
. L. er and E. B. Roessler: Introduction to Probability and Statistics, C. H Lehman: College Algebra. New York, Wiley, 1062. xi + 432
Second Edition. San Francisco, W. H. Freeman, 1962. xii +289 pp., $5.50. * mw 5 * (1 g ’ ¥ . Pp-,
E. Beckenboch and R. Bellman: An Introduction to Inequalities. New York, A. S. Levens: Graphics with an Introduction to Conceptual Design. New
Random House, 1961. 133 pp., aH.Wm. o . . M.Q.F ﬂm—m._: 1962. x + 743 pp., $9.50.
c. Hmmem" NWMAW}%Q%@\%%%\; and Its Applications. New York, Wiley, H. Levi: Foundations of Geometry and Trigonometry. Englewood Cliffs,
204, X PR-s 0. - Ordi , ol Equati . N. J., Prentice-Hall, 1960. xiv + 347 pp., $10.60.
& Wmmmron.m.mnp‘mwﬂnw.ﬁ. mmnmm.mo.. inary Differenti quations. Boston, Ginn, *K. O. May and S. Schuster: Undergraduate Research in Mathematics.
L. M. wwcﬁ_»wn.._.nrmu. Mﬂw\.\o&«...: .S.nE of Geometry. San Francisco, W. H Northfield, Minnesota, Carleton Duplicating Service, 1961.
iy i e v W. E. Milne and D. R. Davis: Introductory College Mathematics, Third
Freeman, 1961. xii + 191 pp., $2.25, paperbound. . Edition. Boston, Ginn, 1962. xii + 579 pp., $7.50.
R. C. Buck, Editor: Studies in Eo..«.m_.: Analysis. Englewood Cliffs, New *C. B. Morrey, Jr.: @E.cmnw:% Calculus with h.: alytic Geometry. Reading,
.., Jersev, Prentice-Hall, 1962, viii + 182 pp., $4.00. . Mass., Addison-Wesley, 1962. xiv + 754 pp., $12.50.
H. Cohn: A Second Course in Number Theory. New York, Wiley, 1962. M. M. Nicolson: Fundamentals and Techniques of Mathematics for
P X + nqm vm.. Mm.cc. L Numb New York dom H 961 Scientists. New York, Wiley, 1962. xx + 526 pp., $7.50.
) W. +U m-wawmwuﬂ MH Mwm of Large Numbers. New York, Random House, 1961. *P, H, Nidditch: Russian Reader in Pure and Applied Mathematics. New
DI .. . . York, Wiley, 1962. 166 pp., $2.25.
L. Wamw—mnm%wo" ﬁ&aﬂ:@% of Variations. Reading, Mass., Addison-Wesley, L mewn.u c%:mwwmw?. xaM.M:& n%.w b;.aa:.ew&. New York, Random House, 1961
. PP., .50. ’ ¢
: A s , . . 136 pp., $1.95.
B. Epstein: Partial Differential Equations, An Introduction. New York, viu + . . . . .
McGraw-Hill, 1962. x + 273 pp., $9.50. D. B. Owen: Handbook of Statistical Tables. Reading, Mass., Addison-

Wesley, 1962. xii + 580 pp., $12.50.
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Polya: Mathematical Discovery, Vol. I. New York, Wiley, 1962.

xv + 216 pp., $4.75.

Riordan: Stochastic Service Systems. New York, Wiley, 1962.

x + 139 pp., $6.75.

B. Roberts: The Real Number System in an Algebraic Setting. San

Francisco, Freeman, 1962. 145 pp., $3.50 hardcover, $1.75 paperbound.

T. Salkind: The Contest Problem Book. New York, Random House. 1961.

vi + 154 pp., $1.95.

Salmon: Conic Sections (Reprint). New York, Chelsea, 1962. xv + 399 pp.,

$3.50 clothbound, $1.95 paperbound.

W. Sawyer: What is Calculus About? New York, Random House, 1961.

vi + 118 pp., $1.95.

J. Scheid: Elements of Finite Mathematics. Reading, Mass., Addison-

Wesley, 1962. vii + 279 pp., $6.75.

Schuster: Elementary Vector Geometry. New York, Wiley, 1962. xii+ 213

pp., $4.95.

Seidenberg: Lectures in Projective Geometry. Princeton, Van Nostrand,

1962. x + 230 pp., $6.50.

O. Shklarsky, N. N. Chentzov, and 1. M. Yaglom: The U.S.S.R. Olympiad

Problem Book. San Francisco, Freeman, 1962. xvi + 452 pp., $9.00.

Stephenson: Mathematical Methods for Science Students. New York,

Wiley, 1962. viii + 494 pp., $7.75.

R. Stoll: Sets, Logic, and Axiomatic Theories. San Francisco, Freeman,

1961. x + 206 pp., $2.25, paperbound.

Y. Thomas: Concepts from Tensor Analysis and Differential Geometry.

New York, Academic Press, 1961, vii + 119 pp., $5.00.

Y. Thomas: Plastic Flow and Fracture in Solids. New York, Academic

Press, 1961. ix + 267 pp., $8.50.

Todd: A Survey of Numerical Analysis. New York, McGraw-Hill, 1962.

xvi + 589 pp., $12.50.

G. Tucker: An Introduction to Probability and Mathematical Statistics.

New York, Academic Press, 1962. ix + 228 pp., $5.75.

Venn: Logic of Chance (Reprint). New York, Chelsea, 1962. xxix + 508

pp., $4.95 clothbound, $2.25 paperbound.

Weiss and R. Dubisch: Higher Algebra for the Undergraduate, Second

Edition. New York, Wiley, 1962. ix + 171 pp., $4.95.

S. Wilf: Mathematics for the Physical Sciences. New York, Wiley, 1962.

xii + 284 pp., $7.95.

m. Wilks: Mathematical Statistics. New York, Wiley, 1962. xvi + 644 pp.,
15.00.

*See review, this issue.

NOTE: All correspondence concerning reviews and all books for review
should be sent to PROFESSOR FRANZ E. HOHN, 374 ALTGELD HALL,
UNIVERSITY OF ILLINOIS, URBANA, ILLINOIS.

NOTICE TO INITIATES

On initiation into Pi Mu Epsilon Fraternity, you are entitled to two
copies of the Journal. It is your responsibility to keep the business
office informed of your correct address, at which delivery will be as-
sured. When you change address. please advise the business office of
the Journal.

*

Science needs you

u@ You need science

° UNLIMITED

This section of the Journal is devoted to encouraging advanced
study in mathematics and the sciences. Never has the need for
advanced study been as essential as today.

Your election as members of Pi Mu Epsilon Fraternity is an
indication of scientific potenital. Can you pursue advanced study
in your field of specialization?

To point out the need of advanced study, the self-satisfaction
of scientific achievement, the rewards for advanced preparation, the
assistance available for qualified students, etc., we are publishing
editorials, prepared by our country’s leading scientific institutions,
to show their interest in advanced study and in you.

Through these and future editorials it is planned to show the
need of America’s scientific industries for more highly trained
personnel and their interest in scholars with advanced training.

The National Aeronautics and Space Administration was estab-
lished in 1958 to conduct research into space problems of flight
and vehicles, conduct activities for space exploration, and to
provide the widest appropriate dissemination of information on
these activities. We are fortunate to have an article by Dr. Mattison
L. Story from the Educational Services Branch of NASA in this
issue. Certainly mathematics in this respect helps make the
satelites go round.

The Aeronautical Charting and Information Center is responsible
for providing the Air Force with aeronautical charts, flight infor-
mation, terrain models, maps, intelligence on air facilities, and
related cartographic services as well as the research necessary to
carry out these objectives. Mr. J. Donald Define, mathematician in
the Geophysical Studies Section of the Geo-Sciences Branch of
ACIC, has participated in this program to increase interest in
mathematics, science, and research with a very interesting article,
published in this issue.



AN AN
AT - P SE

Quantification processes are becoming increasingly vital to every
aspect of our national life. Today’s complex systems, which are no-
where more evident than in our prodigious space program, daily reflect
the endless miracles of modetn mathematics. Our so-called ‘‘leaping
technology”’ is, in the fullest sense, uniquely dependent upon the
amazingly rapid calculations and precise exactitudes now possible in
this all-important realm.

The immense challenge which the ‘‘organized complexity’’ of mod-
em life constantly poses could never be met without the systematic
formulations and concise organizing principles which mathematics
indispensably furnishes. Each Gargantuan accomplishment in modern
space technology can be attributed to some specific new implementa-
tion of theorem or formula -- the actual physical structuring of complex
instruments from symbolic predesigns.

It is thus entirely safe to say that mathematics has become a basic
and essential tool of national purpose. The vast space enterprise
undoubtedly furnishes the single, most dramatic evidence of its
strategic new role as a kind of bellwether of national progress. Its
increasing essentiality in all areas, stemming again from inevitable
conditions of growth and complexity, can be equally demonstrated in
the many diverse facets of our daily life as we cope with such common-
places as gross national product, standard-of-living indices, opinion
poll techniques, and population-explosion predictions.

The status of mathematics in relation to other educational disciplines
has perhaps undergone a comparable change. While never actually sub-
ordinated, it has often been regarded as occupying the position of a
prerequisite or intermediate discipline in the curricular scale. Today it
is additionally claiming a highly independent stature as a kind of inter-
face between man’s scientific concepts and the vehicles and artifacts
which enable him to bring them to realization.

Evidence of the dramatically changed status of mathematics can be



