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THE CHINESE REMAINDER THEOREM: 
A HISTORICAL ACCOUNT

by David J. Mathias
Iowa State University

Indeterminate analysis is a branch of mathematics that has been studied and practiced since the middle of the third century. An indeterminate problem is one which leads to K algebraic equations in more than K unknowns, and very often has an infinite number of solutions. One area in the large subject of indeterminate analysis is the study of linear indeterminate equations, or indeterminate equations of the first degree. These equations are of the following form:

\[ ax + by = a. \]

One of the more interesting and applicable aspects of linear indeterminate analysis is the remainder problem. This problem, also known as the "Chinese remainder theorem," has its roots in China, but was also developed in India, the Arabic world, and Europe [7, p. 214].

The oldest known instance of the Chinese remainder theorem is in the work of Chinese mathematician Sun-Tsu. It is not known exactly when Sun-Tsu was alive, but his work on this theorem is believed to be work of the fourth century A.D. [2]. This paper is devoted to the exploration of that idea which Sun-Tsu wrote on sixteen centuries ago. Included is a description of what the Chinese remainder theorem is, the history of its development, a discussion of its proof, and, finally, a look at its useful applications.

The Chinese remainder theorem finds an unknown number given its remainders when divided by various divisors. The problem's general structure is as follows:

\[ \begin{align*}
N & \equiv \sum_{i=1}^{n} a_i \cdot m_i \cdot x_i \equiv a_1 \cdot m_1 + r_1 + a_2 \cdot m_2 + r_2 + \cdots + a_n \cdot m_n + r_n \quad [2].
\end{align*} \]

A typical statement of the Chinese remainder theorem found in modern books of algebra would be much like this one taken from W. E. Deskins' Abstract Algebra [5, p 140].

"(Chinese Remainder Theorem). If the \( n \) positive integers \( m_1, m_2, \ldots, m_n \) are relatively prime by pairs (i.e., \((m_i \cdot m_j) = 1 \text{ if } i \neq j\), then the set of \( n \) congruences

\[ N \equiv a_1 \mod m_1, \quad N \equiv a_2 \mod m_2, \quad \ldots, \quad N \equiv a_n \mod m_n \]

are uniquely determined by the \( n \) congruences \( N \equiv r_1 \mod m_1, \quad N \equiv r_2 \mod m_2, \quad \ldots, \quad N \equiv r_n \mod m_n \)."
\[ x \equiv a_1 \mod m_1, \ldots, x \equiv a_n \mod m_n \]

has a solution \( x' \). Moreover the solutions of the set are exactly the elements of congruence class \([x']\) modulo \(m_1 m_2 \cdots m_n\).

Over the course of history the Chinese gave several names to the remainder theorem. The different names were taken either from a method of computation or a different application for the theorem. Some of these names are as follows:
1. Ta yen Ch'ie i shu (the method of seeking unity).
2. Chein kuan shu (the method of cutting lengths of tubes).
4. Fu she chih shu (the method of repeated shots).
5. Kuei Ku suan (the computations of Kuei Ku).
6. Ke Ch'ieang suan (behind the wall computations) [11, p. 3251].

Over the span of time that the remainder theorem was being developed, it attracted the attention of many great mathematicians, the first being Sun-Tsu. As stated earlier, Sun-Tsu's work on the remainder theorem is thought to have been done in the fourth century A.D. Although most historians agree that this general span of time is correct, some consider Sun-Tsu to be the same person as Sun-Wu, the celebrated tactician in the sixth century B.C. Sun-Wu was usually referred to as Sun-Tsu by way of respect. Archaeologist Chu I-tsun (1629-1709) held this belief. The view of mathematician Tai Cheng (1722-1777) is more widely accepted. Cheng believed that Sun-Wu and Sun-Tsu were not one and the same because the work of Sun-Tsu contains some words which are definitely known not to have been used in Sun-Wu's time. Yuan Yuan (1764-1849), a mathematical historian, agrees with Cheng and strengthens his argument by stating that we cannot take Sun-Tsu's work to be older than the Arithmetic in Nine Sections, which was written by an unknown author around 200 B.C. This is because Sun-Tsu greatly surpasses the Nine Sections in the elaborateness of his descriptions. So the opinion of Chu I-tsun is generally thought to be incorrect. The mathematician Sun-Tsu was a different person than Sun-Wu, and Sun-Tsu was active in approximately the fourth century A.D. [8, pp. 25-30].

Now having the answer to when the work of Sun-Tsu took place, let's look into the actual piece of work which contains the Chinese remainder theorem. Sun-Tsu wrote a book called the Sun-Tsu Suan-Ching which literally means the Arithmetical Classic of Sun-Tsu. This work is one of the earliest preserved Chinese textbooks on arithmetic. It is from this book we get our insight on how the ancient Chinese had treated the arithmetical operations of multiplication and division [8, p. 351]. The Sun-Feu Suan-Ching consists of three volumes. In its twenty-sixth problem, third volume, Sun-Tsu wrote the following:

'Ve have things of which we do not know the number; if we count them by threes, the remainder is 2; if we count them by fives, the remainder is 3; if we count them by sevens, the remainder is 2. How many things are there?'

Answer 23

Method:
If you count by threes and have remainder 2, put 140.
If you count by fives and have remainder 3, put 63.
If you count by sevens and have remainder 2, put 30.
Add these numbers and you get 233.
From this subtract 210 and you have the result.
For each unity as a remainder when counting by threes, put 70.
For each unity as a remainder when counting by fives, put 21.
For each unity as a remainder when counting by seven, put 15.
If the sum is 106 or more, subtract 105 from this and you get the result." [2]

In more modern algebraic symbols, the description above would be:
\[ N \equiv 2 \mod 3, \quad 3 \equiv 3 \mod 5, \quad N \equiv 2 \mod 7. \]
\[ 70 \equiv 1 \mod 3 \quad 140 \equiv 2 \mod 31 \]
\[ 21 \equiv 1 \mod 5 \quad 63 \equiv 3 \mod 5 \]
\[ 15 \equiv 1 \mod 7 \quad 30 \equiv 2 \mod 7 \]
\[ \text{If } 140 + 63 + 30 = 233 \]
\[ \text{If } 140 + 63 + 30 - \pi \cdot 105 = 23 \quad [7, \text{ pp. 269-270}] \]

From this problem of Sun-Tsu's, the meaning behind the remainder theorem was established. Notice that there are an infinite number of solutions to the last equation based on the value given to \( \pi \). In this case, Sun-Tsu was looking for only the smallest positive solution. As is easily seen, it is a highly structured procedure and if the procedure is followed, the calculations are quite simple. The above is essentially the ta-yen rule of Sun-Tsu, which is equivalent to the use of congruences. This book did not contain a generalization of this theorem and did not give a proof. However, the Chinese of this era
were not generally known to practice the art of proving theorems. Now that the reader understands what the Chinese remainder theorem is and is also informed about its roots in the time of Sun-Tsu, let's look into the history of the further development of the Chinese remainder theorem.

Between the time of Sun-Tsu and the time of Ch'in Chiu-shao (a great thirteenth century Chinese mathematician whose work will be discussed later), the progress in the area of indeterminate analysis, including the remainder theorem, was relatively small in China. There were many Chinese mathematicians who attempted to make gains, but none were terribly successful. The ta-yen rule, which Sun-Tsu used in a non-general form, to solve some of his problems, was not expanded until the time of Ch'in Chiu-shao eight centuries later. This leaves a gap of approximately eight centuries when progress on the remainder problem in China was stagnated. The lack of progress in China did not, however, stop the neighboring Hindus of India from picking up the slack. Between 500 A.D. and 1200 A.D., roughly, the Hindus of India were quite active in the broad field of indeterminate analysis as were the Arabs to a lesser extent. The leading mathematicians of that span were Aryabhata, Bhaskara I, Brahmagupta, Mahavira, Aryabhata II and Bhaskara II. The Hindus were very much interested in the remainder theorem and were also capable of putting it to good use. This work done by the Hindus in that large time span was instrumental in keeping the realization of the remainder theorem alive [7, pp. 214-217].

It was only about 100 years after Sun-Tsu that Aryabhata was in his prime as a mathematician. In Aryabhata's work, which is now known as the *Aryabhatiya*, he gave a method for the remainder problem that became known as the kuttaka method. Kuttaka was the Hindu's version of the ta-yen rule. The word kuttaka is derived from the root kutt, which means "to pulverize." So the method is referred to as either kuttaka or the pulverizer. This method was the backbone of Hindu indeterminate analysis and is basically the method of continued fractions. (The relationship between the kuttaka and ta-yen methods will be discussed later.) Aryabhata knew the solution method whose general structure is given on page 493. The pulverizer was implemented in that method also [8, pp. 127-1391.

Disciples of Aryabhata, such as Bhaskara I and Brahmagupta, reinforced the method of kuttaka by using it effectively, and hence sustaining its popularity. These men were not only mathematicians, but were interested in the remainder problem's application to the stars. That is, the general purpose of their work seemed to be astronomical (in a literal sense) [10, pp. 121-123]. This is why one of the Hindus' greatest advances in this area was the generalization of the conjunct pulverizer, or samslistakuttaka. This took place from the mid-ninth century until the thirteenth century. The conjunctness was useful because it put the problem in a multi-equation form.

\[ b_1 y_1 = a_1 x + c_1 \]
\[ b_2 y_2 = a_2 x + c_2 \]
\[ b_3 y_3 = a_3 x + c_3 \] [4, pp. 136-1371.

The generalization was important because it let the divisors as well as the remainders vary. This gave much more opportunity to use it in a real setting. On account of its important applications in mathematical astronomy, this modified system has received special treatment in the hands of Hindu algebraists from Aryabhata II (950 A.D.), onwards. So, it was this peripheral interest of the Hindus in astronomy which fueled the strengthening of the remainder theorem during that span of time when, for one reason or another, there is a lack of Chinese writing on the subject.

Now we're into the early thirteenth century, and by this time Europe was getting its first taste of the Chinese remainder theorem. The oldest example of an indeterminate problem in Europe appears in the *Propositiones ad aequandos juvenes*, which is attributed to Alain (730 A.D. - 804 A.D.). However, this problem had nothing to do with the remainder problem. The first actual appearance of the remainder problem in Europe is from the *Liber Abaci* (1202) of Leonardo Pisano better known as Fibonacci. There are two problems that use the ta-yen rule much like the way Sun-Tsu used it. In fact, like Sun-Tsu, Fibonacci did not give the slightest theoretical or general explanation of his method for the solution of the remainder problem [7, p. 241].

By the middle of the thirteenth century it was finally time for the Chinese to step back onto center stage as the main developers of the theorem which was later named after them. The main reason for this
The resurgence is the work of Ch'in Chiu-shao. The Shu-shu Chiu-chang is the work of Ch'in which is dated 1247 [8, p. 51]. Shu-shu Chiu-chang translated is Nine Sections of Mathematics. This is not to be confused with the much older Arithmetic in Nine Sections mentioned earlier. The thirteenth century was a time of terror for China. It suffered attack after attack by the Mongolians and constantly lost territory until, finally, China was overrun and destroyed in 1279 [8, pp. 63-78]. The environment of this era makes Ch'in's advances look even more impressive. During these hard times Ch'in Chiu-shao was writing down the process of solving numerical equations of all degrees. This is also when Ch'in recorded the long awaited generalized version of the ta-yen rule. With this work by Ch'in, he includes and solves ten remainder problems. These problems are worked out at great length, so instead of going through several problems, some will be listed to give the reader an idea of what Ch'in had in mind for his new generalization.

1. To compute the amount of money in the treasuries.
2. Checking old calendars.
3. To erect a dyke.
4. Division of agriculture.
5. Choosing the right size bricks for a building foundation [7, pp. 382-412].

With the writings of Ch'in Chiu-shao known to all the ta-yen rule has attracted all of the great mathematicians into refining it. It was refined over and over again until T. J. Stieltjes' version (1890) was written. This was ranked the best method by a panel of mathematicians in the early 1970's [7, p. 380]. Stieltjes' version ranked ahead of Ch'in's work, but taking into account the early date of Ch'in's work, it is clear that Ch'in laid the foundation for the application of the ta-yen rule.

The actual listings of the steps in the Chinese method of ta-yen and the Hindus' method of Kuttaka are much too long to include in this paper. This being the case, we would like to tell the reader where they can be found. The list of steps to the ta-yen method by Ch'in Chiu-shao can be found in the writings of Ulrich Libbrecht [7, pp. 328-332]. The method of kuttaka will be found in the same publication [7, pp. 359-366], and in chapter 13 of Datta's book [4]. These sources should be quite helpful to the curious reader.

One aspect of the kuttaka and ta-yen methods that we discuss is their relationship to each other. For centuries there has been a continuing controversy between mathematical historians over which method was first. That is, they are arguing over which method was derived from the other. Historian A. Wylie, while speaking of the ta-yen rule, states:

"This appears to be the formula, or something very like it, which was known to the Hindus under the name of kuttaka, or as it's translated 'Pulverizer,' implying unlimited multiplication which is not so far from the meaning of ta-yen or 'Great Extension.'" [7, pp. 159-160]

Historians of this point of view were essentially saying that we might be giving far too much credit to Ch'in-Chiu shao for his generalization. The most recent argument found on this topic seems to be the most sensible and is backed up by extensive comparisons. This is the argument given in 1973 by Libbrecht in the same book mentioned above. His argument concludes that the two methods are different and he states that "it makes no sense to accept the idea of a historical relationship between the Chinese ta-yen rule and the Indian kuttaka. We will never be sure if one was the product of the other. We know that they were both very instrumental in the development of the Chinese remainder theorem" [7, p. 366].

Before talking about some of the most useful applications of the Chinese remainder theorem we first discuss proving such a theorem. There are several proofs of the theorem mainly because there are several variations of its method. As stated before, Sun-Tsu and others of that very early time did not include a proof either because of their lack of generalization or simply just not seeing its importance. What will follow is the proof of the Chinese remainder theorem as it was stated on page 2 (as given in W. E. Deskins' Abstract Algebra). I will first state a lemma which is referred to in the proof:

**Lemma.** "There exists an integer $x$ such that $x \equiv a \mod{m}$ and $x \equiv b \mod{n}$, where $a$, $b$, $m$, and $n$ are positive integers, if and only if $a \equiv b \mod{(m,n)}$.

If $x$ and $y$ satisfy the congruences, then
Proof of CRT. Suppose the proposition is true for the positive integer \( k \) and consider the set of \( k+1 \) congruences
\[
x \equiv a_1 \mod m_1, \ldots, x \equiv a_{k+1} \mod m_{k+1}
\]
where \( \left( m_i, m_j \right) = 1 \) for \( i \neq j \).

By the induction hypothesis the set of \( k \) congruences,
\[
x \equiv a_2 \mod m_2, \ldots, x \equiv a_{k+1} \mod m_{k+1},
\]
has a solution \( r \), and the elements of \([r]\) modulo \( m \). Where
\[
m = m_2 \cdot m_3 \cdot \ldots \cdot m_{k+1},
\]
are precisely the solutions of the set.

Now we consider
\[
x \equiv r \mod m \text{ and } x \equiv a_j \mod m_j.
\]

First we see that the integers \( m \) and \( m_j \) are relatively prime since a prime divisor of \( m \) is necessarily a divisor of exactly one of the \( k \) integers \( m_2, \ldots, m_{k+1} \). Since these numbers are relatively prime to \( m_1 \), we conclude that
\[
\left( m, m_j \right) = 1.
\]

Therefore by (the previous lemma) this pair of congruences has a solution \( z' \), and moreover the solutions of the pair are exactly the elements of the congruences class \([z']\) modulo \( m \). Then \( z' \) is certainly a solution of the \( k+1 \) congruences above, and it is easy to see that the set of solutions of these \( k+1 \) congruences is exactly the class \([z']\) modulo \( m_1 \cdot m_2 \cdot \ldots \cdot m_k \). After all, a solution of these \( k+1 \) congruences is certainly a solution of the \( k \) congruences from above as well as
\[
x \equiv a_j \mod m_j.
\]

This concludes the induction, and proves the theorem." [5, p. 140-141]

This was an example of a relatively modern proof. However, the interested reader can find different proofs of the Chinese remainder theorem in most abstract algebra books. A particularly interesting proof of Ch'in's ta-yen method, which is a bit more historical in procedure but not as easily followed, can be found in the writing of I-Chen Chang [2].

Having given the background and the content of the Chinese remainder theorem, the paper will conclude with a discussion on applications of the theorem. We can now ask: Why were Sun-Tsu, Aryabhata, Brahmagupta, Bhaskara II, Fibonacci, Ch'in-Chui-shao, and all the others interested in the solution of problems of this kind? As stated earlier, one big reason was an interest in astronomy. You ask: what about astronomy, how can the Chinese remainder theorem be used in astronomy to produce something useful? There are many ways. Perhaps one of the most famous applications is the computation of the Julian period.

Some 400 years ago, in 1593 Joseph Justice Scaliger introduced a period of 7980 years that is known as the Julian period upon which the Julian Day system is based. This system, as it was developed, counts days sequentially from January 4713 B.C. which is defined as Julian day number 0. The question is why or how did Scaliger choose 4713 B.C. to be the base year. This was done by using three divisors and their product (7980) and plugging them into the remainder theorem. What were these divisors? One was 28, the number associated with the solar cycle of the calendar (every 28 years the days of the week occur on the same calendar day). Next was 19, the number of years in the Metonic cycle of lunar phases (every 19 years the phases of the moon occur on approximately the same day of the year). The third divisor is 15 (the number of years in the later Roman Empire's taxation cycle, or indiction). These numbers, when manipulated according to the Chinese remainder theorem, produce 3268 as the nearest base year. However, we need a year in the past on which to base this calendar. So we subtract 7980 to obtain -4712 which is the year 4713 B.C. [3].

There are many other calendar type problems in which this theorem was used. Other types of problems are also numerous. Counting problems such as the one solved on page 495 are a good use for this theorem. As mentioned before, Ch'in-shao was interested in problems on construction and agriculture. Another problem Ch'in expressed interest in is the transportation problem. This problem was stated and solved in his Shu-shu-chiu-chang.

"A military unit wins a victory. At 5:00 AM, they send three express messengers to the capitol where they arrive at different times to announce the news. \(A\) arrives several days earlier at 5:00 P.M. \(B\) arrives
several days later at 2:00 P.M. and C arrives today at 7:00 AM. According to their statements, A covered 300 li a day, B 240 li a day, C 180 li a day. Find the number of li from the army to the capitol and the number of days spent by each messenger.” [7, p. 401]

The Chinese remainder theorem is, in fact, easily applicable to real life situations. These examples given above are just a few of the many problems this theorem handles. Perhaps the reader can now see why the author finds the Chinese remainder theorem one of the most interesting mathematical concepts of its time. Its simplicity, applicability and uniqueness make this theorem especially attractive. Approximately 1500 years after Sun-Tsu recorded his thoughts, there still exists utmost appreciation for the Chinese remainder theorem.
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MAXIMUM TRIGONOMETRY

by Richard Bertram
Florida State University

Upon reading the recent paper by Ruth Brisbin and Paul Artola [1] on Taxicab trigonometry, I noticed a strong resemblance between the taxicab norm and the maximum norm. In particular, I found that if one defines the Maximum $\sqrt{2}/2$ Circle (MSC) in one coordinate system and then carries out a 45 degree rotation transformation so that the Taxicab Unit Circle (TUC) can be defined in this transformed coordinate system, then those points forming the MSC and those forming the TUC are identical. This observation led me to formulate the following Maximum trigonometry.

Recall that if $X = (x_1, x_2, ..., x_n)$ is an element of $\mathbb{R}^n$ then $||x||_\infty = |x_i|, i = 1, 2, ..., n$ is the maximum norm of $x$ in $\mathbb{R}^n$. One can use this norm to obtain the distance between any two points $x = (x_1, x_2), y = (y_1, y_2)$ in $\mathbb{R}^2$. That is, $d_n(x, y) = ||x-y||_\infty = |x_i - y_i|_{\text{max}}, i = 1, 2$.

Consider the points $a = (x, y), a \in A$ which form the $\sqrt{2}/2$ circle given by $\{A \in \mathbb{R}^2 : d_p(a, 0) = \sqrt{2}/2\}$ where $0 = (0, 0)$. If the maximum norm is used to measure distance then the MSC is formed and takes the form $\{A \in \mathbb{R}^2 : (|x|, |y|)_{\text{max}} = \sqrt{2}/2\}$. The graph of the MSC is shown below.
The axes can be rotated $45^\circ$ so that the following transformation is made

\[
x' = \sqrt{2}/2(y + x) \\
y' = \sqrt{2}/2(y - x)
\]

with the inverse transformation

\[
x = x'\cos(45^\circ) - y'\sin(45^\circ) = \sqrt{2}/2x' - \sqrt{2}/2y' \\
y = x'\sin(45^\circ) + y'\cos(45^\circ) = \sqrt{2}/2x' + \sqrt{2}/2y'.
\]

The following graphs depict this transformation.

Now, the TUC in the primed coordinate system is defined as

\[\{A' \in Q^2 : |x'| + |y'| = 1\} \text{ where } \alpha' \in \alpha' \text{ and } \alpha' = (x', y').\]

A couple of examples may convince the reader that those points forming the newly defined TUC are exactly those forming the MSC.

Examples:

- $a = (-\sqrt{2}/2, \sqrt{2}/2), \quad d_a(\alpha, 0) = |\sqrt{2}/2| \quad \therefore a \in MSC$
- $a = (1, 0)', \quad d_{a'}(a, 0) = |1| + |0| = |1| \quad \therefore a' \in TUC$
- $\theta = (\sqrt{2}/2, 1/2), \quad d_{\theta}(\theta, 0) = |\sqrt{2}/2| \quad \therefore \theta \in MSC$
- $\theta = ((2 + \sqrt{2})/4, (\sqrt{2} - 2)/4), \quad d_{\theta}^1(\theta, 0) = |x'| + |y'| = (2 + \sqrt{2})/4 + (2 - \sqrt{2})/4 = 1 \quad \therefore \theta \in TUC$

If one accepts the statement that those points forming the MSC and those forming the TUC are identical upon transformation then the definitions, tables, and identities developed by Brisbin and Artola for the TUC can be extended to the MSC. If the Diamond sine and cosine are defined as

\[x' = \cos\theta' = f_j(\sin\theta', \cos\theta') \]
\[y' = \sin\theta' = g_j(\sin\theta', \cos\theta') \]

for all $x', y'$ satisfying $|x'| + |y'| = 1$ where $\theta' = 45^\circ - 360^\circ$ and $f_j, g_j$ are defined for $j = 1, 2, 3, 4$ in Table 1, then

\[\sqrt{2}/2(y + x) = \cos(\theta - 45^\circ) \]
\[\sqrt{2}/2(y - x) = \sin(\theta - 45^\circ).
\]

Solving for $x$ and $y$, one obtains

\[x = \sqrt{2}/2(\cos(\theta - 45^\circ) - \sin(\theta - 45^\circ)) \]
\[y = \sqrt{2}/2(\cos(\theta - 45^\circ) + \sin(\theta - 45^\circ)).
\]

Now define $x = \cos(\theta), \quad y = \sin(\theta)$ for all $x, y$ satisfying $|x|, |y|$ where $x'$, $y'$ are $\sqrt{2}/2$ then

\[\cos(\theta) = \sqrt{2}/2(\cos(\theta - 45^\circ) - \sin(\theta - 45^\circ)) = \sqrt{2}/2(\cos(\theta + 45^\circ) + \sin(\theta + 45^\circ)) \]
\[\sin(\theta) = \sqrt{2}/2(\cos(\theta - 45^\circ) + \sin(\theta - 45^\circ)) = \sqrt{2}/2(\cos(\theta + 45^\circ) - \sin(\theta + 45^\circ)).
\]

Also,\[\cos(-\theta) = \sqrt{2}/2(\cos(-(\theta + 45^\circ) - \sin(-(\theta + 45^\circ)) = \sqrt{2}/2(\cos(\theta - 45^\circ) + \sin(\theta + 45^\circ)) \]
\[\sin(-\theta) = \sqrt{2}/2(\cos(-(\theta + 45^\circ) + \sin(-(\theta + 45^\circ)) = \sqrt{2}/2(\cos(\theta + 45^\circ) - \sin(\theta + 45^\circ)).
\]

Hence,\[\cos(-\theta) = \sin(\theta), \quad \sin(-\theta) = \cos(\theta).
\]

As with Euclidean trigonometry, it is important to develop reference angle identities. To do this, $\sin$ and $\cos$ shall be written in terms of $\theta$.

\[\text{Table 1} \]

<table>
<thead>
<tr>
<th>Quadrant</th>
<th>$\cos\theta'$</th>
<th>$\sin\theta'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. ($0^\circ \leq \theta' \leq 90^\circ$)</td>
<td>$\cos\theta'/(\sin\theta' + \cos\theta')$</td>
<td>$\sin\theta'/(\sin\theta' + \cos\theta')$</td>
</tr>
<tr>
<td>2. ($90^\circ \leq \theta' \leq 180^\circ$)</td>
<td>$\cos\theta'/(\sin\theta' - \cos\theta')$</td>
<td>$\sin\theta'/(\sin\theta' - \cos\theta')$</td>
</tr>
<tr>
<td>3. ($180^\circ \leq \theta' \leq 270^\circ$)</td>
<td>$-\cos\theta'/(\sin\theta' + \cos\theta')$</td>
<td>$-\sin\theta'/(\sin\theta' + \cos\theta')$</td>
</tr>
<tr>
<td>4. ($270^\circ \leq \theta' \leq 360^\circ$)</td>
<td>$-\cos\theta'/(\sin\theta' - \sin\theta')$</td>
<td>$-\sin\theta'/(\sin\theta' - \sin\theta')$</td>
</tr>
</tbody>
</table>

*From Brisbin and Artola*
The reference angles are defined as follows:

<table>
<thead>
<tr>
<th>Quadrant</th>
<th>Reference Angle</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 ((0^\circ \leq \theta' \leq 90^\circ))</td>
<td>(\theta^1 = \theta')</td>
</tr>
<tr>
<td>2 ((90^\circ \leq \theta' \leq 180^\circ))</td>
<td>(\theta^1 = 180^\circ - \theta')</td>
</tr>
<tr>
<td>3 ((180^\circ \leq \theta' \leq 270^\circ))</td>
<td>(\theta^1 = \theta' - 180^\circ)</td>
</tr>
<tr>
<td>4 ((270^\circ \leq \theta' \leq 360^\circ))</td>
<td>(\theta^1 = 360^\circ - \theta')</td>
</tr>
</tbody>
</table>

Brisbin and Artola showed that if \(\theta'\) is a given angle in quadrant i and \(\theta^1\) is its associated reference angle, then

\[
\cos(\theta^1) = \cos(\theta'), \quad \sin(\theta^1) = \sin(\theta')
\]

Thus,

\[
\cos(\theta^1 + 45^\circ) = \frac{\sqrt{2}}{2}(\cos(\theta^1) - \sin(\theta^1))
\]

Now if \(\theta' + 45^\circ\) is replaced by \(\theta\),

\[
\cos(\theta_1) = \cos(\theta), \quad \sin(\theta_1) = \sin(\theta)
\]

With the reference angle identities I leave Maximum trigonometry.

As a last comment, I emphasize that the Maximum trigonometric functions are written explicitly in terms of the Taxicab trigonometric functions and hence implicitly in terms of the Euclidean trigonometric functions. Therefore, Maximum trigonometric tables can be easily developed using either the well known Euclidean tables or the table presented in the paper by Brisbin and Artola.
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A LOCUS OF POINTS
FROM CONVEX COORDINATES

by James N. Boyd
St. Christopher's School
Richmond, VA 23226

Introduction. Recently, I came across a problem which must have been designed with convex coordinates \([1, 2, 3]\) in mind:

\[ \text{Problem 1.} \quad \text{A straight line segment } AB \text{ is divided internally at } P \text{ where } P \text{ is equally likely to be any point of the segment. What is the probability that} \]

\[ \frac{AP}{AB} \cdot \frac{PB}{AB} \leq \frac{3}{16} ? \]

First, let me give a solution and follow that with a more general version of the problem for the line segment. Then I will devote the principal part of this paper to analogous problems for triangles.

Solution. The convex (or barycentric) coordinates of \(P\) with respect to \(A\) and \(B\) are \(a_A(P) = \frac{PB}{AB}\) and \(a_B(P) = \frac{AP}{AB}\). We know that, for \(P \in AB\), \(a_A(P), a_B(P) \geq 0\) and that \(a_A(P) + a_B(P) = 1\).

We can solve \(a_A(P) \cdot a_B(P) = a_A(P)(1 - a_A(P)) \leq \frac{3}{16}\) to obtain \((a_A(P), a_B(P)) = (1/4, 3/4)\) or \((a_A(P), a_B(P)) = (3/4, 1/4)\). Then

\[ \frac{AP}{AB} \cdot \frac{PB}{AB} \leq \frac{3}{16} \text{ for } a_A(P) \notin [0, 1/4] \cup [3/4, 1]. \]

Therefore, the probability that \(\frac{AP}{AB} \cdot \frac{PB}{AB} \leq \frac{3}{16}\) is

\[ \frac{1(1/4 - 0) + (1 - 3/4)}{1} = 1/2. \]

Now suppose that \(P \notin AB\) so that

\[ a_A(P) = \frac{PB}{AB} \quad \text{and} \quad a_B(P) = \frac{AP}{AB}. \]

Problem 2. Determine the possible values of \(k\) and find the probability that \(P\) divides \(AB\) so that Inequality (1) is satisfied.

Solution. Again we let \(a_A(P) = \frac{PB}{AB}\) and \(a_B(P) = \frac{AP}{AB}\). Since \(a_A(P)\),

\[ a_B(P) \geq 0, \text{ we know that } k \geq 0. \]

We can maximize the product \(a_A(P) \cdot a_B(P)\) subject to the constraint \(a_A(P) + a_B(P) = 1\) to obtain \(k_{\text{max}} = 1/4\) for \(a_A(P) = a_B(P) = 1/2\). As we would expect from symmetry, \(P\) for \(k_{\text{max}}\) is the midpoint of the segment. Thus \(0 \leq k \leq 1/4\).

Proceeding as in our first problem, we consider \(a_A(P)(1 - a_A(P)) = k'\).

Since the values \(a'_A(P) = \frac{1 - k'}{2}\) and \(a''_A(P) = \frac{1 + \sqrt{1 - 4k'}}{2}\) satisfy the equation, the probability that Inequality (1) is satisfied must be \([a'_A(P) - 0] + [1 - a''_A(P)] = 1 - \sqrt{1 - 4k'}\).

Convex Coordinates in the Plane. A Euclidean plane is determined by two distinct intersecting lines. If the lines are perpendicular, they can be taken as Cartesian axes, and every point of the plane can be uniquely specified with an ordered pair of real numbers which are called the Cartesian coordinates of the point. Likewise, three noncollinear points, \(V_1, V_2, V_3\), determine a plane, and the points of the plane can also be designated with respect to those three points.

Ordered triples of real numbers, \((a_1, a_2, a_3)\) such that \(a_1 + a_2 + a_3 = 1\), can be used for that purpose. The three numbers are called the convex (or barycentric) coordinates of a point with respect to \(V_1, V_2, V_3\), in that order.

If the Cartesian coordinates of point \(P\) of the plane are \((x, y)\), and those of \(V\) are \((x_i, y_i), i = 1, 2, 3\), then there exist unique convex coordinates such that

\[ x = a_1 x_1 + a_2 x_2 + a_3 x_3, \]

\[ y = a_1 y_1 + a_2 y_2 + a_3 y_3, \]

\[ 1 = a_1 + a_2 + a_3. \]

There is one-to-one correspondence between the set of points in the plane and the set of convex coordinates. \([4]\)

The closed triangular region with vertices \(V_1, V_2, V_3\) may be defined by

\[ \{x, y| (x, y) \in V_1 V_2 V_3 \}. \]

From convex coordinates

\[ a_1, a_2, a_3 \geq 0, \text{ and } \]

\[ a_1 + a_2 + a_3 = 1). \]
Although convex coordinates may be unfamiliar to some readers, they can be exceedingly useful in developing properties of triangles, and their study is rewarding. They admit of numerous interpretations; and in different settings, one interpretation may be more helpful than another. [5, 6]

In the introductory problems, one-dimensional convex coordinates were given as ratios of lengths. For our next purposes, I shall interpret two-dimensional convex coordinates in terms of areas. I hope that this interpretation will seem sensible, but I leave it to the reader to seek a justification among the references given at the end of this paper. [1, 7]

Let \( P \in \Delta V_1V_2V_3 \). Then \( P \) determines three subtriangles as shown in Figure 1.

![Figure 1](image)

We can define \((a_1, a_2, a_3)\) by

\[
\begin{align*}
    a_1 & = \frac{\text{Area}_{PV_2V_3}}{\text{Area}_{PV_1V_2V_3}}, \quad a_2 = \frac{\text{Area}_{PV_1V_3}}{\text{Area}_{PV_1V_2V_3}}, \quad a_3 = \frac{\text{Area}_{PV_1V_2}}{\text{Area}_{PV_1V_2V_3}}.
\end{align*}
\]

In three dimensions, convex coordinates can be defined as ratios of volumes of tetrahedra; and in higher dimensional Euclidean spaces, we can say that convex coordinates are ratios of "hypervolumes of \((n+1)\)-simplices."

**Products of Areas and a Locus of Points.** It is easy to show that the convex coordinates of vertex \( V \) are \( a_i = 1, a_j = 0 \) for \( j \neq i \), and that, on the boundary of \( \Delta V_1V_2V_3 \), at least one of the convex coordinates must always be zero. So on the boundary, we must have \( a_1a_2a_3 = 0 \).

By the method of Lagrange multipliers, we can also show that the maximum value of the product \( a_1a_2a_3 \) for \( P \in \Delta V_1V_2V_3 \) is \( 1/27 \) when \( a_1 = a_2 = a_3 = 1/3 \). Thus the product of the ratios of the areas of the three subtriangles of \( \Delta V_1V_2V_3 \) is such that

\[
0 \leq a_1a_2a_3 \leq 1/27.
\]

The maximum occurs at the centroid which has convex coordinates \((1/3, 1/3, 1/3)\).

Let us now ask the question: What is the locus of points in \( \Delta V_1V_2V_3 \) such that \( a_1a_2a_3 = k \) where \( k \in [0, 1/27] \)?

To find the general answer, let us first work a particular problem and then transform the answer to that problem into the desired, general result.

**Problem 3.** Consider the right triangle whose vertices have Cartesian coordinates as given:

\[
\begin{align*}
    V_1 &: (s, t), \quad V_2 &: (s, t'), \quad V_3 &: (s', t).
\end{align*}
\]

Find a Cartesian equation for the locus of points in the triangle such that \( a_1a_2a_3 = k \).

**Solution.** Let \( P: (x, y) \) be a typical point of the locus. With the aid of Equations (2) and Cramer's Rule, we can transform the convex equation \( a_1a_2a_3 = k \) into
\[ (3) \quad (\text{Const.}) F_1(x, y) \cdot F_2(x, y) \cdot F_3(x, y) = k \]

where \( F_2(x, y) = 0 \) is a linear equation for the side of \( \Delta V_1 V_2 V_3 \) which stands opposite to vertex \( V \). The determinant in the denominator of the Cramer's Rule solution for \( a \) cannot be zero since it is always twice the area of \( \Delta V_1 V_2 V_3 \). The constant factor can be obtained from the requirement that \( k = 1/27 \) when \((x, y)\) are the Cartesian coordinates of the centroid of the triangle.

The computations leading to Equation (3) are straightforward but not interesting enough in themselves to warrant their inclusion with this discussion. I leave it to the diligent reader to carry them out if he so desires.

Every triangle in the plane can be obtained from \( \Delta V_1 V_2 V_3 \) of Problem 3 with the vertex \( V_1 \) at the origin of Cartesian coordinates. Suppose that we need to obtain \( \Delta V'_1 V'_2 V'_3 \). By means of linear transformations (shears, dilations, stretches), \( \Delta V_1 V_2 V_3 \) can be made congruent to the desired triangle. With further linear transformations (rotations and reflections), the intermediate triangle can be given the same orientation in the plane as that of \( \Delta V'_1 V'_2 V'_3 \). Then by a translation, our congruent triangle can be taken to the desired location.

Before making use of linear transformations and translations to generalize the result of Equation (3) to any triangle in the plane, we need to establish a bit of matrix notation. Each linear factor \( F_i(x, y) \) can be written in the form

\[ ax + by + c = (abc) \begin{pmatrix} x \\ y \\ 1 \end{pmatrix} \]

The translation of \( P(x, y) \) to \( P'(x + g, y + h) \) can be effected by the matrix multiplication

\[ T \begin{pmatrix} x \\ y \\ 1 \end{pmatrix} = \begin{pmatrix} x' \\ y' \\ 1 \end{pmatrix} \]

where

\[ T = \begin{pmatrix} 1 & 0 & g \\ 0 & 1 & h \\ 0 & 0 & 1 \end{pmatrix} \]

Noting that

\[ T^{-1} = \begin{pmatrix} 1 & 0 & -g \\ 0 & 1 & -h \\ 0 & 0 & 1 \end{pmatrix} \]

we can give the corresponding transformation of the factor \( F_i(x, y) \) by

\[ (abe)T^{-1} \begin{pmatrix} x \\ y \\ 1 \end{pmatrix} = (abe)T^{-1} \begin{pmatrix} x' \\ y' \\ 1 \end{pmatrix} = a'x' + b'y' + c' = F'_i(x', y'). \]

Under this transformation, \( F_i(x, y) = F'_i(x + g, y + h) \).

If a linear transformation which keeps the origin fixed has matrix representation

\[ R = \begin{pmatrix} r_{11} & r_{12} \\ r_{21} & r_{22} \end{pmatrix} \]

then we can write

\[ R \begin{pmatrix} x \\ y \end{pmatrix} = \begin{pmatrix} x' \\ y' \end{pmatrix} \]

and

\[ R \begin{pmatrix} x \\ y \end{pmatrix} = \begin{pmatrix} r_{11} & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix} = \begin{pmatrix} r_{21} & r_{22} \\ 0 & 1 \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix} = \begin{pmatrix} x' \\ y' \end{pmatrix}. \]

Clearly

\[ R^{-1} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \]

The corresponding transformation of the linear factor \( F_i(x, y) \) is given by

\[ (abe)R^{-1} \begin{pmatrix} x \\ y \end{pmatrix} = \begin{pmatrix} x \\ y \end{pmatrix}. \]
Let T be the matrix product representation of the composition of linear transformations and translation which carries $\Delta V_1 V_2 V_3$ into $\Delta V_1 V_2 V_3'$. Under the transformation of $\Delta V_1 V_2 V_3$, the factor $F'(x, y)$ becomes

$$F'(x', y') = (a_1 x' + b_1 y' + c_1, a_2 x' + b_2 y' + c_2).$$

**Proposition.** Let P denote any point of $\Delta V_1 V_2 V_3$, and let the convex coordinates of P be $(a_1, a_2, a_3)$. The locus of points in $\Delta V_1 V_2 V_3$ such that

$$a_1 a_2 a_3 = k, \quad k \neq 0, 1/27$$

has equation

$$\text{(Const.)} F_1(x, y) F_2(x, y) F_3(x, y) = k$$

where $F_i(x, y) = 0$ is a linear equation for the side of the triangle opposite to vertex $V_i$, and the constant factor is chosen so that $k = 1/27$ at the centroid of the triangle.

**Proof.** By starting with a right triangle as previously described, we can transform the triangle into $\Delta V_1 V_2 V_3$. The corresponding transformation applied to each of the linear factors of Equation (3) yields the desired result.

An Application. Let us conclude with a computation which makes use of our proposition.

**Problem 5.** Consider the triangle with vertices at the points $V_1: (-1, 0), V_2: (0, 1), V_3: (1, 0)$. Let point P be randomly chosen from the closed triangular region. What is the probability that

$$\text{Area } \Delta PV_1 V_2 V_3 \leq \frac{1}{54}, \quad \text{Area } \Delta PV_1 V_2 \leq 1/54.$$ 

**Solution.** The equation of the sides of the triangle are $y = 0$, $x + y - 1 = 0$, $x - y + 1 = 0$. We need to consider the equation

$$(\text{Const.}) F(x + y - 1)(x - y + 1) = k.$$ 

The centroid of $\Delta V_1 V_2 V_3$ has coordinates $(\bar{x}, \bar{y}) = (0, 1/3)$. Letting $(\bar{x}, \bar{y}) = (x, y)$ and $k = 1/27$, we can evaluate the constant factor to be $-1/4$. So our equation becomes

$$(-1/4)y(x + y - 1)(x - y + 1) = 1/54.$$ 

By Monte Carlo techniques implemented on an Apple IIe computer, the area of the region bounded by the curve defined by Equation (4) was found to be 0.43. The value 0.43 was obtained by making 50,000 random choices of points from the rectangle having vertices $(-1, 0), (-1, 1), (1, 1), (1, 0)$ and multiplying the area of the rectangle by the percentage of the points which fell within the region of interest.

The area of $\Delta V_1 V_2 V_3$ is 1. Therefore the desired probability is

$$1 - 0.43 = 0.57.$$ 
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A NOTE ON EVALUATING DEFINITE INTEGRALS BY SUBSTITUTION

by Peter A. Lindstrom
North Lake College, Irving, Texas

Beginning calculus students will often evaluate

\[ \int_{1}^{3} (3x + 2) dx \]

by expanding the integrand with the Binomial Theorem and then using the
Fundamental Theorem of Calculus. But if you tell them to use the Binomial
Theorem/Fundamental Theorem of Calculus approach on

(i.) verify that

\( (3x + 1)^{96}/(3)(96) \)

is an antiderivative of the integrand, and so on,

(ii.) use the following theorem that can be found in all calculus texts:

DEFINITE INTEGRAL SUBSTITUTION THEOREM. Let \( f \) be a function that is
continuous on \([a, b]\), let \( u = h(x) \) be a differentiable function on
\([a, b]\), and let \( g \) be a continuous function such that
\( f(x) = g(h(x))h'(x) \).

Then

Applying this theorem to (1), where

\( u = h(x) = (3x + 2), (1/3)du = dc, \)

\( g(u) = u^{95}, h(1) = 5, \) and \( h(3) = 11, \) then

(2) \[ \int_{1}^{3} (3x + 2)^{95} dx = \int_{5}^{11} (u)^{95}(1/3) du, \]

and so on.

There is still another way to solve this problem; evaluate the
definite integral (1) by taking the limit of an appropriate Riemann Sum.
At first this approach might seem like a rather poor method to use
because the two methods outlined above do such a fine job. Also, by the
limit of a Riemann Sum approach, the Binomial Theorem and numerous
summation formulas would be needed, along with much paper, time and
patience!

The limit of a Riemann Sum approach does have one interesting feature
though: it helps to motivate the above theorem and to give a better
understanding of the details of the theorem. The purpose of this note is to
show how the limit of a Riemann Sum approach yields the same result as
shown above by using the theorem.

Consider the following argument. Expressing (1) as the limit of a
Riemann Sum by selecting, say, the right end point of a regular partition
of \( n \) subintervals of \([1,3]\), we obtain

\[ \lim_{n \to \infty} \sum_{i=1}^{n} \frac{1}{n} (3i + 2)^{95} \]

But the quantity \( (5 + \frac{1}{2}(6/n))^{95} \) of the Riemann Sum in (3) suggests
another definite integral of, say, \( g(u) = u^{95} \) that starts at 5 and is
over a closed interval of length 6, again using the right end point of
each subinterval of a regular partition. With such an interval of
integration being 6 units in length, then (3) can be written as

\[ \lim_{n \to \infty} \sum_{i=1}^{n} [5 + \frac{1}{2}(6/n)]^{95}(1/3) \]

Hence,

\[ \int_{1}^{3} (3x + 2)^{95} dx = \int_{5}^{11} (u^{95})(1/3) du, \]

which is the same definite integral obtained by using the Definite
Integral Substitution Theorem in (2).
A MULTIPLIER PROBLEM
by William M. Perel
Wichita State University

The Problem. Given a single digit, is it always possible to find a natural number such that the product of the number and the single digit will have the same digits as the original number* in the same order, except that the first digit of the product will be the last digit of the original number? The example \(4 \times 179487 = 717948\) shows that it is sometimes possible.

In some cases, one must allow the first digit of the number to be the digit 0. For example, consider \(4 \times 076923 = 307692\).

The Solution. Consider
\[
x_n \ldots x_2 x_1 h \times m = h n x_n \ldots x_2 x_1,
\]
which may be written
\[
[h + \sum_{i=1}^{n} x_i 10^{i-1}] \times m = \sum_{i=1}^{n} x_i 10^{i-1} + h \times 10^n.
\]

Let
\[
N = \sum_{i=1}^{n} x_i 10^{i-1}, M = h + 10N,
\]
then
\[
(1) \quad (h + 10N) \times m = N + h \times 10^n.
\]

10\(^n\) \times h = hm + 10hm - N = hm + N(10m - 1).

Next, consider the congruence
\[
10^n \equiv m \pmod{10^m - 1},
\]
which may be solved (by brute force) for \(m = 1, 2, 3, \ldots, 9\).

Let \(n(m)\) be the smallest (positive) solution for each \(m\) and let \(y(m)\) satisfy the equation
\[
10^{n(m)} = m + y(m)[10m - 1].
\]

Equation (1) then becomes
\[
(2) \quad [m + y(10m - 1)]h = hm + N(10m - 1)
\]

or
\[
y(10m - 1) \times h = N(10m - 1)
\]

and
\[
M = h + 10hy = h(1 + 10y),
\]
which is the desired answer.

Below, a table of values for \(n(m)\) and \(y(m)\) is provided for each \(m\), 1 through 9.

\[
\begin{array}{ccc}
 m & n(m) & y(m) \\
 1 & 1 & 1 \\
 2 & 17 & 5263157894736842 \\
 3 & 27 & 34482758620689655172413793 \\
 4 & 5 & 2564 \\
 5 & 41 & 20408163265306122948979591836734369387755 \\
 6 & 57 & 1694915267423728813559322033889305084745762711864067796 \\
 7 & 21 & 14492753623188405797 \\
 8 & 12 & 12658227848 \\
 9 & 43 & 112359550561797752808988676404493820224719 \\
\end{array}
\]

Examples of calculations.

Let \(m = 8\). We must then solve the congruence \(10^n \equiv 8 \pmod{79}\), which has the solution \(n = 12\). Then \(y = (10^{12} - 8179 \equiv 12658227848, as is given in the table.

Now suppose \(h = 3\). Then \(M = 3(1 + 10y) = 3(126582278481) = 379746835443 and M \times 8 = 0379746835443 \times 8 = 3037974683544, so M is the answer.

Suppose \(h = 9\). Then \(M = 9(1 + 10y) = 9(126582278481) = 1139240506329 and M \times 8 = 1139240506329 \times 8 = 9113924050632, so M is the answer.

\[
\star \star \star
\]

Did you know that -
\[
12345679 \times 9 = 11111111 \\
98765432 \times 9 = 88888888
\]
A COMMON MISUSE OF "DENOTED"

by I. J. Good

Although most students of the humanities can barely believe it, a
large majority of scientists have for some years been using such
expressions as "the area of this triangle is denoted \( x \)" when they mean
"the area of this triangle is denoted by \( x \)." Editors fail in their
duty to protect the language when they allow such expressions to appear
in print. The omission of the preposition "by" is certainly a blunder if "\( x \) denote" means "to represent" as in the expression "\( x \) denotes
the area of this triangle!" The same blunder is exemplified by "The ball
was kicked Tom" when the intended meaning is "The ball was kicked by
Tom." But I have never heard even a child use such a construction when
all the words are familiar.

After a copy-cat makes the blunder he might rationalize it by
saying that "denoted" means "called" or "named"; but he would
presumably agree that it means "represents" when he says "\( x \) denotes
this integral." He might not notice that his meaning changes from
"represent" to "call" depending on whether he uses the active or the
passive form. This abrupt change of meaning sometimes occurs even
within a single sentence! I doubt if there is another verb whose
meaning changes in this manner.

Another possible defense is that "denoted \( x \)" has, by frequent
misusage, become an idiomatic form, that is, "to denote" is the only
transitive English verb in which the "by" can be omitted in the passive
form. But this defense is weak because idioms, such as "it's me,"
nearly always involve very common words and even some of these idioms,
when printed, can be unacceptable to most literate people, for example,
"most all." If "denoted \( x \)" is becoming an idiom, let's stamp it out
before it's too late.

John Stuart Mill may have originated the misuse in his *System of
Logic*, perhaps because he learned French thoroughly at the age of 14
(Minto and Mitchell, 1911, p. 454). In French it is correct to say
"noté \( x \)" because "noter" means, among other things, "to brand" (Girard,
1962).
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THE IMPROPER INTEGRAL \( \int_{a}^{\infty} \sin x \, dx \)

AS AN ALTERNATING SERIES

by Mohammad K. Azarian

University of Evansville

Evansville, Indiana 47712

Although another way to show that the improper integral \( \int_{0}^{\infty} \sin x \, dx \)
is divergent is by looking at it as an alternating series, I have not
found any calculus book that uses this method. Therefore, we show the
divergence of \( \int_{0}^{\infty} \sin x \, dx \) as an alternating series here, as follows:

\[
\int_{0}^{\infty} \sin x \, dx = \int_{0}^{\pi} \sin x \, dx + \int_{\pi}^{2\pi} \sin x \, dx + \ldots + \int_{n\pi}^{(n+1)\pi} \sin x \, dx + \ldots
\]

\[
= \sum_{n=0}^{\infty} (-1)^{n+1} \pi.
\]

A similar argument applies to \( \int_{0}^{\infty} \cos x \, dx \).

LETTER TO THE EDITOR

Dear Editor:

I was intrigued by Schaumberger's proof that \( e^n > n^e \), but I felt
that it was flawed by the use of integration and the mean-value theorem.
I therefore submit the enclosed note to the Pi Mu Epsilon Journal.

Both Schaumberger and I take it for granted that \( \pi > e \). A purist
might object that our proofs rely on a calculator to this extent. This
objection could be countered by the following argument:

1. Calculate: \( e^n > n^e \) for various values of \( n \).
2. Choose a value of \( n \) where the inequality holds.
3. Evaluate \( e^n \) and \( n^e \) using a calculator.
4. Compare the results. If they agree, the proof is correct.

---

[520]
The following discussion seems to be even simpler than Schaumberger's [1].

The positivity of $e^\pi - \pi^e$ is equivalent to the inequality

$$\log e > \log N,$$

that is, to

$$\frac{\pi}{\log \pi} > \frac{e}{\log e}. \quad (1)$$

Now $\pi/\log \pi$ increases when $x > e$ (because its derivative is positive).

Since $\pi > e$, we have (1) and hence $e^\pi - \pi^e > 0$.
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The PUZZLE SECTION is for the enjoyment of those readers who are addicted to working doublecrosses or who find an occasional mathematical puzzle attractive. We consider mathematical puzzles to be problems whose solutions consist of answers immediately recognizable as correct by simple observation and requiring little formal proof. Material submitted and not used here will be sent to the Problem Editor if deemed appropriate for the PROBLEM DEPARTMENT.

Address all proposed puzzles and puzzle solutions to Professor Joseph D. E. Konhauser, Mathematics and Computer Science Department, Macalester College, St. Paul, Minnesota 55105. Deadlines for puzzles appearing in the Fall Issue will be the next February 15, and for the puzzles appearing in the Spring Issue will be the next September 15.

PUZZLES FOR SOLUTION

1. Proposed by the Editor.

Determine a rule of formulation for the table and fill in the blanks.

```
1 2
1 √2 3
2 1 √5 4
1 √2 √2 5
√2 1 5 6
```

2. Proposed by the Editor.

The set $S$ consists of five numbers. If pairs of distinct elements of $S$ are added, the following ten sums are obtained:

$0, 6, 11, 12, 17, 20, 23, 26, 32, 37$

What are the elements of $S$?
3. A Special Case of a Michael Goldberg Proposal.
Dissect an equilateral triangle into four pieces which can be reassembled to form two equilateral triangles.

4. A Storage and Retrieval Puzzle.
Given the set $S = \{a, b, c, d, e\}$ find the shortest sequence of elements of $S$ such that the members of each of the 31 non-empty subsets of $S$ appear as consecutive terms of the sequence at least one time.

5. Contributed.
The positive integer 11223 is composite since it is divisible by 9. If we change the 2 in the ten’s position to a 0, then the resulting number 11213 is prime. What is the smallest positive composite integer which cannot be changed into a prime by changing exactly one digit?

6. Contributed.
Find the smallest positive integer consisting of the ten digits 0 through 9, each used just once, which is divisible by each of the digits 2 through 9.

7. A Special Case of a Problem Posed by P. Erdős and G. Purdy.
Locate nine points in a plane so that each of the nine points is at a unit distance from exactly four of the others.

**COMMENTS ON PUZZLES 1 - 7, FALL 1987**

Of the four respondents to Puzzle #1 only Jeanette Bickley and Richard I. Hess provided correct partitions of a regular hexagon into four congruent six-sided figures. Their solution, which is the same as that of the proposer, John M. Howell, is reproduced below. A good way to start is to partition the hexagon into 24 congruent equilateral triangles as in the sketch.

![Hexagon Partition](image)

There were eight responses to Puzzle #2. Seven of these contained the correct arrangement of cards after one shuffle.

9 A 4 Q J 7 3 2 10 5 X 8 6

John Schue argued this way:

"The shuffler can be thought of as a permutation $\sigma$ on the set $\{A, 2, 3, 4, 5, 6, 7, 8, 9, 10, J, Q, X\}$. Then $\sigma^2$ is given by the cycle $\sigma^2 = (A, 10, J, 6, 3, Q, 2, 9, 5, X, 7, 4, 8)$. Since $\sigma^{13}$ must be the identity permutation, $\sigma = (g^2)^7 = (A, g, 9, 10, 5, J, K, 6, 7, 3, 4, Q, 8, 2)$. Thus the order of the cards after the first shuffle was $(g, A, 4, J, Q, J, 7, 2, 10, 5, K, 8, 8)."

Thirteen correct responses were received for Puzzle #3. Most responses consisted of just the correct answer. John Schue wrote "Let $N = abcd$ be the given number. Then there is a positive integer $M$ such that $N^2 = 10000M + 1000(2ad + 2bc) + 100(2bd + c^2) + 10(2cd) + d^2$. Thus $d^2 \equiv d \pmod{10}$ so that $d \equiv 0, 1, 5, 6$. If $d = 0$, this leads to $N = 0000$. If $d = 1$, this leads to $N = 0001$. If $d = 5$, this leads to $N = 0625$. Since $N$ is a 4-digit number we must have $d \geq 6$. Then $12c + 3 \equiv c \pmod{10}$ so $c \equiv -3 \equiv 7$. $12b + 7 \equiv 6 \pmod{10}$ so $b \equiv -7 \equiv 3$. $12a + 1 \equiv a \pmod{10}$ so $a \equiv -1 \equiv 9$.

Thus $N = 9376$ is the unique answer. Note: $N^2 = 87909376$.

Robert Prieipp and Victor Feser remarked that a number whose square ends with the given number is said to be automorphic. See the literature for more on such numbers.

Only Richard I. Hess and Emil Slowinski responded to Puzzle #4. Their answer to the question "If the side lengths of a convex quadrilateral are positive integers such that each divides the sum of the other three, can the four side lengths be different numbers?" was "No." An argument given by Michael Clipson, a one-time student of the proposer, goes as follows:

"Suppose there is a quadrilateral with side lengths $a$, $b$, $c$ and $d$ satisfying the conditions of the problem. Set $S = a + b + c + d$. Since $a$ divides $b + c + d$ as well as itself, $S = k_1a$ for some positive integer $k_1$.

Similarly, there exist positive integers $k_2$, $k_3$ and $k_4$ such that $S = k_2b = k_3c = k_4d$. Thus $S = S/k_1 + S/k_2 + S/k_3 + S/k_4 = S(1/k_1 + 1/k_2 + 1/k_3 + 1/k_4)$. But the quadrilateral is convex so each $k_i$ must be larger than 2. Since $a$, $b$, $c$ and $d$ are to be different, we have $S < S(1/2 + 1/4 + 1/5 + 1/6) = 195/20$, which is impossible. Hence no such quadrilateral exists."

Puzzle #5 is a source of embarrassment for the Editor. The question should have read "If the four triangular faces of a tetrahedron have equal perimeter, must the faces be congruent?" But the proof is not trivial. The Editor first encountered the results 
while browsing through some old copies of The American Mathematical Monthly. In a report on undergraduate mathematics clubs, in the April, 1976, Monthly B. H. Brown discussed both versions of the problem in a note entitled Bang's Theorem/Isosceles Tetrahedron. It is this note which served as a basis for Ross Honsberger's expository essay A Theorem of Bang and the Isosceles Tetrahedron in his book Mathematical Gems II which was published in 1976. The Editor apologizes for making the goof. Only Richard I. Hess and Emil Slowinski responded to the puzzle as proposed.

Only Emil Slowinski submitted a correct solution to Puzzle # 6. Richard I. Hess read too much into the statement of the problem. He claimed correctly that no solution exists if the two interior matches must have their ends end-to-end with the matchsticks which form the triangle. Slowinski's solution follows:

Only seven readers submitted answers to Puzzle # 7. The answers for the four-rowed array and their finders are given first:

<table>
<thead>
<tr>
<th></th>
<th>6 10 1 8</th>
<th>8 10 1 6</th>
<th>8 10 3 9</th>
<th>9 10 3 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hess</td>
<td>4 9 7</td>
<td>2 9 5</td>
<td>2 7 6</td>
<td>1 7 5</td>
</tr>
<tr>
<td>McKeon</td>
<td>5 2</td>
<td>7 4</td>
<td>5 1</td>
<td>6 2</td>
</tr>
<tr>
<td>Oman</td>
<td>3 4</td>
<td>3 4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Priell</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Slowinski</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Of course, arrays obtained by reflections in "vertical" lines are also solutions. Solutions for five-rowed arrays and the numbers 1 through 15 are:

<table>
<thead>
<tr>
<th></th>
<th>13 3 15 14 6</th>
<th>6 14 15 3 13</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hess</td>
<td>10 12 1 8</td>
<td>8 1 12 10</td>
</tr>
<tr>
<td>McKeon</td>
<td>2 11 7</td>
<td>7 11 2</td>
</tr>
<tr>
<td>Oman</td>
<td>9 4</td>
<td>4 9</td>
</tr>
<tr>
<td>Priell</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Slowinski</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ashbacher</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In addition to the given three-rowed array, Oman and Priell submitted three others:

<table>
<thead>
<tr>
<th></th>
<th>2 6 5 6 2 5 6 1 4 4 6 1</th>
<th>4 1 4 3 5 3 2 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hess</td>
<td></td>
<td></td>
</tr>
<tr>
<td>McKeon</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Oman</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Priell</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Slowinski</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Several respondents reported that they were unable to find any six- or seven-rowed arrays with the specified property. An anonymous contributor, perhaps the proposer, referred to Martin Gardner's Mathematical Games column in the April 1977 Scientific American.

List of respondents: Charles Ashbacher (3,7), Jeanette Bickley (1), William Boulger (2,3,7), Mark Evans (5,8), Victor G. Feser (3), Robert Gebhardt (3), Richard I. Hess (1,2,3,4,5,6,7), John M. Howell (3), James Macaline (3,8), Scott M. McKeon (2,3,7), Thomas M. Mitchell (3), John Oman (7), Robert Priell (3,7), John Schue (2,3), Emil Slowinski (2,3,4,5,6,7), and Michael Taylor (2,2).

Solution to Mathematical No. 25. (See Fall 1987 Issue).

Words:

A. grammar
B. figure eight
C. rhadamanthine
D. accidence
E. next friend
F. Captain Video
G. impedance match
H. sagitta
I. absorption laws
J. trammel
K. ogham
L. parasele
M. offspring
N. lacunae
O. one-track
P. get off the earth
Q. immersion
R. complex
S. at loggerheads
T. light-handed
U. paradigm
V. isonemal fabrics
W. Catalan
X. the future
Y. unmitigated
Z. robot retailing
a. encaenia
b. bastinado
c. ocotillo
d. otherworldly
e. kite

Quotation: ... the vertical blackboard is ... the ... prime medium of pedagogic expression. No amount of explanation accompanying a complete figure on a page can match the information transmitted while creating the same figure at the board, talking all the time. The ease of adding and subtracting detail, of correcting errors and amending diagrams are familiar to all math teachers.

Solved by: Jeanette Bickley, Webster Groves High School, MO; Charles R. Diminio, St. Bonaventure University, NY; Victor G. Feser, University of Mary, Bismarck, ND; Robert Forsberg, Lexington, MA; Dr. Theodor Kaufman, Brooklyn, NY; Charlotte M. Mclnes, Caldwell, NJ; Stephanie Shay, Georgian Court College, Lakewood, NJ; Michael J. Taylor, Indianapolis Power and Light Co., IN; Jeffrey Weeks and Nadia Marano, Ithaca College, NY; and Barbara Zeeberg, Denver, CO.

***

A First-class Puzzle Revisited - Posthaste, give the next two terms in the sequence: 2, 3, 2, 3, 4, 5, 6, 8, 10, 13, 15, 18, 20, ...
Mathacrostic No. 26
Proposed by Joseph D. E. Konhauser

The 229 letters to be entered in the numbered spaces in the grid will be identical to those in the 29 keyed words at the matching numbers. The key numbers have been entered in the diagram to assist in constructing the solution. When completed, the initial letters of the words will give the name(s) of the author(s) and the title of a book; the completed grid will be a quotation from that book.

The solution to Mathacrostic No. 25 is given elsewhere in the PUZZLE SECTION.

Editor's Note - Mathacrostic No. 26 was prepared by Carl E. Gedow on a Sun 3/50 Workstation using Metaform Professional by Intran Corporation.
PROBLEM DEPARTMENT

Edited by Clayton W. Dodge
University of Maine

This department welcomes problems believed to be new and at a level appropriate for the readers of this journal. Old problems displaying novel and elegant methods of solution are also invited. Proposals should be accompanied by solutions if available and by any information that will assist the editor. An asterisk (*) preceding a problem number indicates that the proposer did not submit a solution.

All communications should be addressed to C. W. Dodge, Math. Dept., University of Maine, Orono, ME 04469. Please submit each proposal and solution preferably typed or clearly written on a separate sheet (one side only) properly identified with name and address. Solutions to problems in this issue should be mailed by December 75, 1988.

Problems for Solution

665. Proposed by John M. Howell, Littlerock, California.

An international committee translated the EINS-ZWBI-DREI problem, Problem 626 [Fall 1986, Fall 1987]. Even though the languages are all mixed up, there is a base ten solution in which O, D, and T, the initial letters of ONE, DOS, and TRE, are in increasing arithmetic progression. Find that solution.

666. Proposed by John M. Howell, Littlerock, California.

Five dice are rolled to form a "poker" hand. Find the probabilities of the hands: no matches, one pair, two pairs, three of a kind, four of a kind, five of a kind, full house, and straight.

667. Proposed by John M. Howell, Littlerock, California.

Each special die has one face with 1 spot, two faces with 2 spots each, and three faces with 3 spots each. Find the probability of tossing a sum of 8 with four special dice.

668. Proposed by R. S. Luther, University of Wisconsin Center, Janesville, Wisconsin.

Evaluate the integral

\[ \int_0^{\frac{\pi}{2}} \frac{\pi}{2} \cos^3 \theta \, d\theta. \]


Let \( n \) be any positive integer. Show that \( \prod_{k=1}^{n} (k!) + 1 \) has a factor greater than \( \prod_{k=1}^{n} k \).

670. Proposed by Peter A. Lindstrom, North Lake College, Irving, Texas.

If \( F_n = 2^{2^n} + 1 \) is the \( n \)th Fermat number, find all values of \( n \) so that \( F_n \) and \( F_{n-1} \) are twin primes.


Find all sequences of \( 2k+1 \) consecutive integers \( a, a+1, \ldots, a+2k \) such that the sum of the squares of the first \( k+1 \) of these integers is equal to the sum of the squares of the last \( k \). That is, find a formula for \( a = ak^2 \) as a function of \( k \). For example, \( a_1 = 3 \) since \( 3^2 + 4^2 = 5^2 \).

672. Proposed by Barry Brunson, Western Kentucky University, Bowling Green, Kentucky.

Find a series representation for

\[ \int_0^{1} ax^2 \, dx. \]


Let \( AB \) be an edge of a regular tesseract (a four-dimensional cube) and let \( C \) be the tesseract's vertex that is furthest from \( A \). Find the measure of angle \( ACB \).

674. Proposed by Russell Euler, North West Missouri State University, Maryville, Missouri.

Find necessary and sufficient conditions for the arithmetic mean of the roots of the polynomial equation
\[ a_0x^n + a_1x^{n-1} + \ldots + a_{n-1}x + a_n = 0 \]
to be equal to the geometric mean of the roots.


Erect a semicircle on segment AB as diameter. From point D on the
semicircle drop a perpendicular to point C on AB. Draw a circle tangent
to CB at J and tangent to the semicircle and to segment CD. Prove that
angles CDJ and JDB have equal measures. See the figure below.

676. Proposed by John M. Howie, Littlerock, California.
Show that, for \( k > 0 \),
\[
\frac{\sum_{j=1}^{n} \left( \frac{k}{k+j} \right)^{-1}}{\prod_{j=1}^{n} \frac{k}{k+j}^{-1}} = \frac{1}{k+1} - \frac{1}{k} \left( \frac{n}{1} \right)^{-1}.
\]

If A, B, and C are the angles of a triangle, then show that
\[
\frac{\cos A \cos B \cos C}{\cos \frac{A}{2} \cos \frac{B}{2} \cos \frac{C}{2}} < \frac{\sqrt{3}}{9}.
\]

Solution by James Wei Qiang Li, James Madison High School,
Brooklyn, New York.

Since we must have \( E + E = E \mod 10 \), then \( E = 0 \). From the
hundreds column we get that \( A = 9 \). It follows that each column after the tens column. Since we are looking for the
smallest SLICE, we first find the smallest value for \( S \). We have
\( K + I = S \), so \( K < 8 \). Also \( I + P > 10 \), so \( K > 2 \). From the thousands
column we have \( C + N = L + 9 \) with \( L > 0 \) and \( N < 9 \), so \( C > 1 \).

If \( K = 3 \), then \( C = 1 \), which is not possible. If \( K = 4 \), then \( I = 7 \) and\( P = 8 \) or \( 9 \), so \( N < 8 \), again producing an impossibility. If
\( K = 5 \), then \( I = 7 \) or \( 8 \), so \( C = 2 \) or \( 3 \) and \( N = 8 \) or \( 7 \), producing
\( L = 1 \). The resulting SLICES are 61120 and 61320. The smallest SLICE
available is 3 in the former case and 2 in the latter. Thus the
answer is the latter, and the complete addition is
\[
3950 + 57280 = 61230.
\]

Also solved by Charles Ashbacher, Mount Mercy College, Cedar
Rapids, IA, James E. Campbell, Indiana University at Bloomington,
Mark Evans, Louisville, KY, Victor G. Feser, University of Mary,
Bismarck, ND, Robert C. Gebhardt, Hopatcong, NJ, Richard J. Hess,
Rancho Palos Verdes, CA. John H. Scott, Macalester College, Saint
Paul, MN, and Kenneth M. Wilke, Topeka, KS. Both Frank P. Battles,
Massachusetts Maritime Academy, Buzzards Bay, and the PROPOSER
obtained the near solution 2950 + 58370 = 61320. Wilke commented that "The smallest SLICE comes from the largest CAKE by using the
smallest KNIFE."

*640. [Spring 1987] Proposed by John M. Howie, Littlerock,
California.

Find the largest value of \( S(n) \) and the limit of \( S(n) \) as \( n \to \infty \) if
\[
S(n) = \sum_{x=1}^{n-1} \left[ \frac{n}{x} \right] .
\]

Solutions

639. [Spring 1987] Proposed by Charles W. Trigg, San Diego,
California.

Find the smallest SLICE the KNIFE can cut from the CAKE if
CAKE + KNIFE = SLICE.
For large \( n \),
\[
S(n) = \frac{n}{n} + \frac{2n}{(n-1)} + \frac{6n}{n(n-1)(n-2)} + \cdots + \frac{2n}{n(n-1)} + \frac{n}{n}
\]
\[
= 1 + \frac{2}{n-1} + \frac{6}{(n-1)(n-2)} + \frac{24}{(n-1)(n-2)(n-3)} + \cdots + 1.
\]
Hence \( \lim S(n) = 2 \) since all terms but the first and last drop out.

We now show that \( \{S(n)\} \) is monotone decreasing for \( n > 8 \). For this purpose we write
\[
S(2n) = \frac{2n}{(2n)!} \left[ 1!(2n-1)! + 2!(2n-2)! + \cdots + n!n! \right]
\]
\[
= 2\cdot\frac{2}{(2n)!} \left[ 1!(2n-1)! + 2!(2n-2)! + \cdots + (n-1)!1!(n-1)! \right]
\]
\[
= 2\cdot\frac{2}{(2n)!} \left[ 2n! \right]
\]
and similarly
\[
S(2n + 1) = 2\left[ 1 + \frac{2}{2n-1} + \frac{3}{2n(2n-1)} + \frac{4}{2n(2n-1)(2n-2)} + \cdots \right]
\]
\[
+ \frac{(n-1)!}{(n+1)(n+2)(2n-1)} + \frac{2n!}{(n+2)(2n+3)(2n-1)}
\]
Next we subtract corresponding terms to get that
\[
S(2n + 1) - S(2n) = 2\left[ 0 + \frac{1}{2n} - \frac{1}{2n-1} + \frac{1}{2n-1} - \frac{1}{2n} + \frac{2n!}{(n+1)n+2}(1 - \frac{n}{n+1}) \right]
\]
\[
= 2\left[ \frac{2n!}{(2n-1)} + \frac{2n}{(n+1)n+2}(1 - \frac{n}{n+1}) \right]
\]
In this last expression all the terms in the brackets are negative.
Now we obviously will have that \( S(2n + 1) < S(2n) \) if we can show that

The argument leading to this inequality makes sense only for \( n > 2 \) since \( S(6) \), for example, has only five terms. Thus we take \( n > 2 \) and rewrite the inequality in the equivalent form
\[
P(n): 2(n+1)(n+2)...(2n-2) \geq n!.
\]
Now \( P(3) \) states that \( 2(4) > 3! \), which is true. By mathematical induction we assume that \( n > 2 \) and that \( P(n) \) is true and we take
\[
2(n+2)(n+3)...(2n) > 2(n+2)(n+3)...(2n-1)\frac{(n+1)^2}{(2n-1)(2n)}
\]
\[
= 2(n+1)(n+2)...(2n-2)(n+1)
\]
\[
= (n+1)!,
\]
so \( P(n+1) \) is true whenever \( P(n) \) is true and \( n > 2 \).
Similarly we obtain that
\[
S(2n) - S(2n-1) = \frac{2}{(2n-1)!} \left[ 0 - 2(2n-3)! - 2\cdot3!(2n-4)! \right.
\]
\[
- \cdots - (n-2)!n!(n-1)! \right] + \frac{n!n!}{(2n-1)!},
\]
and then prove that, for \( n > 4 \),
\[
\frac{2}{(2n-1)!} \cdot 2(2n-3)! \geq \frac{n!n!}{(2n-1)!}.
\]
This completes the proof that \( \{S(n)\} \) is monotone decreasing for \( n > 5 \).
Therefore \( S(6) = 3.1/10 \) is the largest \( S(n) \).

Also solved by GEORGE P. EVANOWICH, Saint Peters College, Jersey City, NJ, MARK EVANS, Louisville, KY, JOHN H. SCOTT, Macalester College, Saint Paul, MN, and the PROPOSER. All also-solvers obtained the correct limit and the largest \( S(n) \), but none proved that \( S(6) \) was indeed greatest. Scott commented that "\( S(n) \) approaches 2 very, very slowly, but infinity is very, very, very large."


Let \( f_1 = f_2 = 1 \) and \( f_{k+2} = f_k + f_{k+1} \) for \( k > 0 \) define the Fibonacci
It is known that \( f_k = k^2 \) for any positive integer \( k \).

Find a similar formula for the generalized Fibonacci sequence \( g_k \), where \( g_1 \) through \( g_n \) are given and for \( k > 0 \),

\[
g_{k+m+n} = \sum_{i=1}^{n} g_{k+i-1}.
\]

1. Solution by Mark Evans, Louisville, Kentucky.

Since we have that

\[
g_{k+m} = \sum_{i=0}^{m-1} g_{k+i}
\]

then it is readily shown by mathematical induction that

\[
g_{k+m+n} = \sum_{i=0}^{m+n-1} g_{k+i} = \sum_{i=0}^{m-1} g_{k+i} + \sum_{i=0}^{n-1} g_{j+i} - \sum_{i=0}^{n-1} g_{j+i} = \sum_{i=0}^{m+n-1} g_{k+i}.
\]

II. Solution by Ali Terigo, Malden, Massachusetts.

When \( m \) is a positive integer, we have that

\[
g_{m+n+1} = g_{m+1} + g_{m+2} + \cdots + g_{m+n} = (g_m + g_{m+1} + \cdots + g_{m+n-1}) + g_{m+n} - g_m = 2g_{m+n} - g_m.
\]

Hence

\[
g_{m+n+1} = g_m(2g_{m+n}-g_m) - 2g_m + g_m^2 = 2g_m^2 - g_m^2 - g_{m+n}g_m.
\]

so we can prove by mathematical induction that, when \( m \) and \( k \) are positive integers,
From Expression (2) we see that the equation is symmetrical in \(a, b, c, \) and \(d\). Hence we may let \(a > b > c > d > 0\) without loss of generality.

Now in Expression (3) all the fractions are greater than or equal to 1 and all the exponents are nonnegative, so Expression (3) is greater than or equal to 1 and the proof is complete.

II. Solution by Richard I. Hess, Rancho Palos Verdes, California.

The given inequality can be rewritten in the form

\[
F(a,b,c,d) = a^{3a-b-c-d}b^{3b-c-d-a}c^{3c-d-a-b}d^{3d-a-b-c} \geq 1.
\]

We let \(f(a,b,c,d) = \ln F\) and search for a minimum of \(f\). Thus

\[
\frac{\partial f}{\partial a} = \frac{1}{3}(3a - b - c - d) \ln a - \ln b - \ln c - \ln d
\]

and

\[
\frac{\partial f}{\partial d} = \frac{1}{3}(3d - a - b - c) \ln d - \ln b - \ln c - \ln d.
\]

Without loss of generality we take \(a < b < c < d\) and we find that \(\partial f/\partial a < 0\) and \(\partial f/\partial d > 0\). Hence we can increase \(a\) and decrease \(d\) to reduce \(f\). This can be done until \(a = b\) and \(c = d\). Finally consider

\[
g(a,d) = f(a,a,d,d) = 4(a - d)(\ln a - \ln d).
\]

We see that \(g(a,d) > 0\) when \(a \neq d\) and that \(g(a,a) = 0\). Hence \(g\) is minimized when \(a = b = c = d\), so \(F(a,b,c,d) \geq 1\) with equality if and only if \(a = b = c = d\).

III. Solution by the Proposer.

The inequality can be rewritten as

\[
a^{a+b+c+d} \geq (abcd)^{(a+b+c+d)/4}.
\]

More generally, if \(a_i > 0\), then

\[
\prod_{i=1}^{n} a_i \geq \left( \prod_{i=1}^{n} a_i \right)^{a_1 + a_2 + \ldots + a_n}/n.
\]

Since \(y = x \log x\) is concave upwards for \(x > 0\), then

\[
\frac{1}{n} \sum_{i=1}^{n} a_i \log a_i \geq \left[ \frac{1}{n} \sum_{i=1}^{n} a_i \right] \log \left[ \frac{1}{n} \sum_{i=1}^{n} a_i \right].
\]

Then, by the arithmetic-geometric mean inequality,

\[
\log \left[ \frac{1}{n} \sum_{i=1}^{n} a_i \right] \geq \log \left[ \frac{1}{n} \sum_{i=1}^{n} a_i^{1/n} \right].
\]

Finally, statements (2) and (3) imply (1).

Also solved by James E. Campbell, Indiana University at Bloomington.


In the figure below prove that regions A and B have equal areas.


The large circle has an area equal to the sum of the areas of the four small circles plus 4B minus 4A because the A regions have been counted twice. If \(r\) is the radius of the small circles, then \(2r\) is the radius of the large circle, and we have

\[
\pi (2r)^2 = 4(\pi r^2) + 4B - 4A,
\]

so that \(A = B\).


Buzards Bay, James E. Campbell, Indiana State University at Bloomington,
I. Solution by Mark Evans, Louisville, Kentucky.

Label the trapezoid so that $AD > BC$, as shown in the figure on the previous page. Take $P$ on $AB$ so that $MP$ is parallel to $AD$ and $BC$, and let $J$ and $K$ be the feet of the perpendiculars dropped from $C$ and $M$ to sides $AD$. Now

$$
\text{area}(ABCD) = \frac{(CJ)(AD + BC)}{2} = S + S_1 + S_2,
$$

$$
S = \frac{(MK)(PM)}{2} + \frac{(PM)(CJ - MK)}{2} = \frac{(CJ)(PM)}{2},
$$

and

$$
S_1 = \frac{(BC)(CJ - MK)}{2}.
$$

If $PM \geq (AD + BC)/2$, then

$$
S \geq \frac{(CJ)(AD + BC)}{4} \geq \text{area}(ABCD)/2,
$$

so $S \geq S_1 + S_2 \geq 2\min(S_1, S_2)$.

If, on the other hand, $PM < (AD + BC)/2$, then $MK > (CJ)/2$ and

$$
S_2 = \frac{(CJ - MK)(BC)}{2} < \frac{(CJ - (CJ)/2)(BC)}{2} = \frac{(CJ)(BC)}{4},
$$

Since also $PM > BC$, then $(CJ)(PM)/2 > 2((CJ)/(BC))$ and finally

$$
S > 2S_1 \geq 2\min(S_1, S_2).
$$

II. Solution by Al T. Todd, Triangle, California.

Assume $AD \geq BC$ and draw $EF$ through $M$ parallel to $AB$ and cutting $AD$ at $E$ and $BC$ at $F$, as shown in the figure. If $CM \geq MD$, then

$$\text{area}(ABCD) \leq \text{area}(AEFB) \quad \text{since area}(DEM) \leq \text{area}(CFM).$$

Then

$$
S = \text{area}(AEF) = \text{area}(AEFB)/2 \geq \text{area}(ABCD)/2.
$$

Since now $S \geq \text{area}(ABCD)/2$, then also

$$
\text{area}(ABCD)/2 \geq S_1 + S_2 \geq 2\min(S_1, S_2).
$$

If $CM < MD$, then

$$
S = \text{area}(AEF) = \text{area}(BEF) > 2S_1 \geq 2\min(S_1, S_2).
$$

Also solved by George P. Evanovich, Saint Peters College, Jersey City, NJ, Jack Garfunkel, Flushing, NY, Richard A. Gibbs, Fort Lewis College, Durango, CO, Richard F. Hersh, Rancho Palos Verdes, CA, James Li, James Madison High School, Brooklyn, NY, Henry S. Lieberman, Waban, MA, Richard A. Gibbs, Fort Lewis College, Durango, CO, John P. Holcombe Jr., St. Bonaventure University, NY, Xian Hui, James Madison High School, Brooklyn, NY, Bruce King, New York, NY, H. S. Lieberman, Waban, MA, Bob Prielipp, University of Wisconsin-Oshkosh, George W. Rainey, Los Angeles, CA, John H. Scott, Macalester College, Saint Paul, MN, W. E. H. Sherard, Furman University, Greenville, SC, Timothy Sipka, Anderson College, IN, Stephanie Sloyan, Georgian Court College, Lakewood, NJ, Jim Toden, Iowa State University, Ames, Kenneth M. Wilke, Topeka, KS, and the proposer (2 solutions). Campbell commented that this problem should have been in the Puzzle Section. That may well be true and, if so, I do apologize for stealing my colleague’s material, but there are two reasons why it seems appropriate. First, our readers certainly have responded with solutions, and second, almost no one saw the immediate relation that since the area of the large circle equals that of the four small circles, then $A = B$ immediately.
MA. JOHN H. SCOTT, Macalester College, Saint Paul, MN, KENNETH M. WILKE, Topeka, KS, and the PROPOSER.

646. [Spring 1987] Proposed by Dick Field, Santa Monica, California.

Find the smallest $k$ for which there is only one $k$-digit palindrome that is the square of an integer.

Solution by Kenneth M. Wilke, Topeka, Kansas.

If $k = 1$, then 1, 4, and 9 are palindrome squares. For $k = 2n + 1$, both $(10^n + 1)^2$ and $[2(10^n + 1)]^2$ produce the respective $k$-digit palindrome squares

$$100...020...001$$

$$400...080...004,$$

where each of the four groups contains $n - 1$ zeros. Hence the desired value of $k$ cannot be odd.

If $k = 2n$ for some positive integer $n$, then the palindrome square (PS) must be divisible by 11 and hence by 121. Since $121 > 100$, then $k > 2$. Checking the values of $121a^2 = (11A)^2$ for $3 \leq a \leq 9$, no PS occurs, so $k \neq 4$.

Now suppose $k = 6$. Since the PS must end in 1, 4, 5, 6, or 9, its root must end in 1 or 9, 2 or 8, 5 or 6, or 3 or 7, respectively, and we let its root be $11A$ since it must be divisible by 11. Using these criteria we find that: if the PS ends in 1, then $316 < 11A < 447$, and 319, 341, and 429 need to be tested; if the PS ends in 4, then $632 < 11A < 707$, and 638 and 682 need testing; if the PS ends in 5, then $774 < 11A < 836$, and 814 and 836 need testing; and if the PS ends in 9, then $948 < 11A < 999$, and 957 need to be tested.

Of these possibilities, only 836 = 698896 produces a PS. Since this is the sole solution having 6 digits, then $k = 6$ is the desired result.

Also solved by CHARLES ASHBACHER, Mount Mercy College, Cedar Rapids, IA, FRANK P. BATTLES and LAURA L. KELLEHER, Massachusetts Maritime Academy, Buzzards Bay, VICTOR G. FESER, University of Mary, Bismarck, ND, RICHARD J. HESS, Rancho Palos Verdes, CA, THOMAS M. MITCHELL, Southern Illinois University at Carbondale, JOHN H. SCOTT, Macalester College, Saint Paul, MN, WACE H. SHERARD, Furman University, Greenville, SC, and the PROPOSER.


For each positive integer $n$ find the earliest row of Pascal's triangle in which the first $n$ terms have the property that each term after the first is an integral multiple of its predecessor.

Solution by Cheung Kwei Hung, Brooklyn, New York.

We use the notation

$$C(m, r) = \binom{m}{r} = \frac{m!}{(m-r)!r!}$$

for what we shall call the $(r+1)$st coefficient in the $m$th row of Pascal's triangle. Then

$$\frac{C(m, r)}{C(m, r - 1)} = \frac{(m - r + 1)(r - 1)!m!}{m!(m - r)!r!} = \frac{m - r + 1}{r}$$

For this ratio to be an integer, we need to have $m + 1$ divisible by $r$. Therefore $m + 1 \equiv 0 \mod i$ for $i = 2, 3, 4, \ldots, n - 1$, so the smallest value for $m + 1$ is the least common multiple of 2, 3, \ldots, $n - 1$. That is, for $n > 3$,

$$m = \text{lcm}(2, 3, 4, \ldots, n - 1) - 1.$$

By examination of Pascal's triangle for $n \leq 3$ and by the above formula for $n > 3$, we have the following table:

<table>
<thead>
<tr>
<th>$n$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>\ldots</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m$</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>5</td>
<td>11</td>
<td>59</td>
<td>59</td>
<td>419</td>
<td>\ldots</td>
</tr>
</tbody>
</table>

Also solved by FRANK P. BATTLES and LAURA L. KELLEHER, Massachusetts Maritime Academy, Buzzards Bay, JAMES E. CAMPBELL, Indiana University at Bloomington, MARK EVANS, Louisville, KY, RICHARD I. HESS, Rancho Palos Verdes, CA, HENRY S. LIEBERMAN, Waban, MA, KENNETH M. WILKE, Topeka, KS, and the PROPOSER.


If $A$, $B$, $C$ are the angles of a triangle $ABC$, prove that

$$\frac{\cos^2(A/2)}{2} \leq \frac{\sqrt{3}}{6} \cos^2(A/2).$$

Solution by the Proposer.
Item 5.5 of page 49 of Bottema et al, Geometric Inequalities, states that

\[ \frac{\sqrt{3}}{3} (4R + r). \]

The we have

\[ \frac{\pi}{2} \cos A + \frac{\theta}{4R} \leq \frac{\sqrt{3}}{4R} (3R + R + r) \]

\[ = \frac{\sqrt{3}}{6} \left( \frac{3}{2} + \frac{1}{2} \frac{R + r}{R} \right) \]

\[ = \frac{\sqrt{3}}{6} \sum \frac{1 + \cos A}{2} \]

\[ = \frac{\sqrt{3}}{6} \sum \cos \frac{A}{2}. \]

Also solved by RICHARD I. HESS, Rancho Palos Verdes, CA, EDB PRIELIPP, University of Wisconsin-Oshkosh, and JOHN H. SCOTT, Macalester College, Saint Paul, MN.

649. [Spring 1987] Proposed by Edward J. Arismendi, Jr., California State University, Long Beach, California.

How far beyond the edge of a table can a deck of cards be stacked without the pile falling off the table?

Solution by the Proposer.

Since the mass \( m \) of a card is uniformly distributed, the center of mass of the card is at its geometrical centroid. Hence one card will (just) balance if it extends 1/2 its length over the edge of the table or over the edge of the next card below. Thus place the first card extending 1/2 its length over the edge of a second card. The center of mass of the two cards is midway between their respective centers, 1/4 of the way from the edge of the second card (and 3/4 of the way along the first card). So place these two cards so that their center of mass is at the edge of a third card. The center of mass of the three cards is \((2 \cdot 0 + (1/2) \cdot 1)/3 = 1/6\) of the way from the edge of the third card, and so on. Hence the top card of \( n \) cards can protrude

\[ \frac{1}{2} + \frac{1}{4} + \frac{1}{8} + \ldots + \frac{1}{2^n} \]

card lengths over the edge of the table. See the following figure.
Then, to make sure that neither player gains a two-point advantage, each of the following pairs of points must be split. Since the serve switches within each pair, then either the server or the receiver must win both points. The probability of this happening is 

\[(0.3)^2 + (0.7)^2 = 0.58.\]

This must continue for 10 pairs of points, so we have

\[P(16-16) = P(6-6)(0.58)^{10} \approx (0.24838)(0.0043080) = 0.0010700.\]

Also solved by CHARLES ASHBACHER, Mount Mercy College, Cedar Rapids, 7A, MARK EVANS, Louisville, KY, and the PROPOSER, who pointed out that if the server had no advantage, then the result would be 0.000022099.


Professor E. P. Umbagio has recently been strutting around because he hit upon the solution of the fourth degree equation which results when the radicals are eliminated from the equation

\[x = (x - 1/x)^{1/2} + (1 - 1/x)^{1/2}.\]

Deflate the professor by solving it using nothing higher than quadratic equations. [From Robinson's Mathematical Recreations, 1851.]

I. Solution by Kenneth M. Wilke, Topeka, Kansas.

Let \(A = x - 1/x\) and \(B = 1 - 1/x\). Then the given equation becomes

\[(1) \quad x = \sqrt{A} + \sqrt{B}.\]

Hence

\[1 - \frac{\sqrt{A} - \sqrt{B}}{x} = \frac{A - B}{x - 1},\]

and

\[(2) \quad 1 - \frac{1}{x} = \frac{x - 1}{x} = \sqrt{A} - \sqrt{B}.\]

Adding equations (1) and (2) yields

\[2\sqrt{A} = x + 1 - \frac{1}{x} = A + 1,
\]

so \((\sqrt{A} - 1)^2 = 0\) and thus \(A = 1\). Now we have

\[x - \frac{1}{x} = A = 1, \quad \text{so} \quad x^2 - x - 1 = 0,
\]

which has the roots

\[x = \frac{1 + \sqrt{5}}{2} \quad \text{and} \quad x = \frac{1 - \sqrt{5}}{2}.
\]

If \(x = \frac{1 + \sqrt{5}}{2}\), then \(A = 1\) and \(B = 3 - \sqrt{5} = \left(\frac{\sqrt{5} - 1}{2}\right)^2\), so that

\[\sqrt{A} + \sqrt{B} = 1 + \frac{\sqrt{5} - 1}{2} = 1 + \frac{\sqrt{5}}{2} = x,
\]

so this value is a root of the given equation.

If \(x = \frac{1 - \sqrt{5}}{2}\), then \(A = 1\) and \(B = 3 + \sqrt{5} = \left(\frac{\sqrt{5} + 1}{2}\right)^2\), so that

\[\sqrt{A} + \sqrt{B} = 1 + \frac{\sqrt{5} + 1}{2} = 3 + \sqrt{5} = \frac{1}{x},
\]

so \(x = \frac{1 + \sqrt{5}}{2}\), the golden ratio, is the unique root.

II. Solution by Richard I. Hess, Rancho Palos Verdes, California.

Square both sides of the given equation, multiply through by \(x\) and then isolate the radical to get

\[x^3 - x^2 - x + 2 = 2(x^3 - x^2 - x + 1)^{1/2}.
\]

Let \(u = x^3 - x^2 - x + 2\). Then the equation reduces to

\[u^2 = 4(u - 1) \quad \text{or} \quad u^2 - 4u + 4 = 0,
\]

which has the single root \(u = 2\). Now

\[2 = u = x^3 - x^2 - x + 2,
\]

so

\[x^2 - x - 1 = 0.\]

Since \(x = 0\) is clearly not a root of the original equation, we solve the quadratic to get that

\[x = \frac{1 + \sqrt{5}}{2}.
\]

We readily check that only the plus sign applies to the given equation.

III. Pseudosolution by John H. Scott, Macalester College, Saint Paul, Minnesota.

Since it appears that the right value for \(x\) will simplify both radicals so that they may be added, let us find the value for \(x\) that
satisfies the equation \((x - 1/x)^{1/2} = 1\). We square and get the
quadratic equation
\[
x^2 - x - 1 = 0,
\]
whose roots are \(x = (1 \pm \sqrt{5})/2\). Clearly the positive sign, giving the
golden ratio, has to satisfy Professor Umbagio's problem.

Also solved by SEUNG-JIN BANG, Seoul, Korea, RUSSELL EULER,
Northwest Missouri State University, Maryville, GEORGE P. EVANOVICh,
Saint Peter's College, Jersey City, NJ, JACK GARFUNKEL, Flushing, NY,
ROBERT C. GEBHARDT, Hopatcong, NJ, RALPH E. KING, St. Bonaventure
University, NY, WAVE H. SHERARD, Furman University, Greenville, SC, and the
PROPOSER.

Editorial comment. Bang used the substitution \(t = x - 1/x\),
proceeding as in Solution 1. The proposer used the method of Solution 11.
Sherard squared twice, obtaining the fourth degree polynomial and then
asked what must be true for it to factor into two quadratic polynomials
with integral coefficients. He wrote
\[
x^4 - 2x^3 + x^2 + 2x + 1 = (x^2 + ax + b)(x^2 + cx + d),
\]
multiplied out the right hand side, equated like coefficients, obtaining
\(bd = 1\) among other conditions. He chose \(b = d = 1\) and then found that
the quartic factored into \((x^2 - x - 1)^2\). All the other solvers obtained
the quartic the same way and then gave Sherard's factorization without
any explanation of the reasoning. It is not clear that this technique is "using nothing higher than quadratic equations." Of course, one
might well raise the same question regarding Solution 11 above.

In the May 1977 issue of Eureka (now Ours Mathematicorum), I wrote
a biography of Euclid Paracelso Bombasto Umbagio (pages 718 - 125), in
which his date of birth was given as probably April 1, 1900. Several months
later I received a letter from Eureka's editor Léo Sauvé with a copy of a letter to him from Charles Trigg. Trigg stated, "While
reading The Pentagon, 17 (Spring 1958), p. 106, I was startled to see
the following: '174. Proposed by the Editor ...' Then our problem
651, including the reference to Robinson's Mathematical Recreations of
1851, was stated just as given here. Trigg continued, 'This seems to
move Umbagio back to the middle of the 19th century, at least.' Since
then I have located this same problem in the April 1955 issue of the
Elementary Problem Department of The American Mathematical Monthly as
Problem E1161. Here the professor's name was given as E. P. B. Umbagio:

Trigg's letter appeared to cast great doubt on the validity of my
painstaking research into the life of the great Umbagio and was a
terrible blow to my ego. I spent many sleepless nights poring over
ancient manuscripts to resolve this discrepancy, and after ten full years
I am happy at last to be able to report its final resolution.

It certainly is doubtful that anyone born about 1900 would be
proposing problems in 1851, but one might compare this situation to the
case of J. S. Bach's thirteenth son P. D. Q. Each, as reported to the
world by Peter Schieke. There is, however, a far more logical
explanation. Evidently E. P. Umbagio, Living in 1851, was the grand-
father of our E. P. B. Umbagio. And it is most reasonable that E. P. B.
would have access to his famous ancestor's files and would run across his
more difficult problems and recognize them as worthy of proposing anew.
Following his usual form, of course E. P. B. Umbagio would propose them
under his own name, rather than waste Apace and confuse people by giving
credit to his sources.

1988 NATIONAL PI MU EPSILON MEETING

The National Meeting of the Pi Mu Epsilon National Honoray Mathematics
Society will be held August 8 - 11, 1988, in Providence, Rhode Island, in
conjunction with the 100th Anniversary of American Mathematics and the
Centennial Celebration of the American Mathematical Society.

The main events of the celebration will be at the Omni Biltmore Hotel
in downtown Providence.

Lodging for Pi Mu Epsilon participants will be available at very reason-
able rates in Brown University housing. A free shuttle service to and
from the Brown University campus will operate at regular intervals.

The J. Sutherland Frame Lecturer will be Professor Doris Schnattenschneider,
Moravian College.
MINNESOTA ZETA (Saint Mary's College).  Pá. Andrea Birch, Professor of Philosophy at Saint Mary's College, presented a historical survey of the roots of analysis. Student talks included Julie Gustafson on "What Infinite Matrices Can Do," Lisa Janikowski on "Can this Polynomial be Factored?"; Timothy Gryl on "Iterated Binomial Coefficients," Kall Patzer on "A Discrete Look at $1^2 + 2^2 + \ldots + n^2"; Steve Anderle on "Some Theorems I Have Loved." Wake Forest professor Thothe Powers lectured on "The Prime Number Theorem" and "Higher Order Derivatives in Multidimensional Calculus." On "Some Theorems I Have Loved." Wake Forest students Salman Aha and Tim Hendrix lectured on "The Prime Number Theorem" and "Higher Order Derivatives in Multidimensional Calculus," respectively.

The seminar and lecture program was punctuated by ice cream and pizza socials, a picnic, and a report on "Math Education in India" by Run S. Pathak of Banaras Hindu University.

OHIO XI (The University of Akron). At its annual induction banquet these prizes and honors were awarded: One-year memberships in the American Mathematical Society were awarded to Laura B. Humphreys, Steven E. Linkart, John Patterson, and Robert M. Streharsky. The Samuel Selby Scholarships were awarded, in the indicated amounts, to Robert M. Streharsky ($150), Steven E. Linkart ($125), and Laura B. Humphreys ($100).

MINNESOTA GAMMA (Macalester College). Fall activities included a showing of Nova's "A Mathematical Mystery Tour," a picnic at Minnehaha Falls, and an address by Professor Tom Sibley, St. John's University, on "Fractals - Math in the Clouds."

Spring activities included a Career Night at a faculty home featuring recent Macalester graduates in a variety of professions, including high school teaching, actuarial science, banking and investment, and industry.

Mohsen Nazaherí spoke at the Annual Pi Mu Epsilon Conference at St. John's University on "A Sam that Jacques Bernoulli could not Evaluate." Mohsen later presented his paper at the Spring Meetings of the North Central Section of the MAA at the University of Minnesota in April.

Winners of the Ezra Camp Awards were Karen Brasel and Charlene Barnes.

Invited speaker at the Annual Installation Ceremonies was Professor Underwood Dudley, DePauw University. His topic was "Number Mysticism."

A T-shirt sale and an end-of-classes picnic completed the school year.
TENNESSEE GAMMA (Middle Tennessee State University). During the Fall and Spring semesters, activities included regular monthly meetings, a club-sponsored sophomore calculus contest, and co-sponsorship of a regional junior high mathematics contest. Guest speakers at the monthly meetings included: Dr. David Cook, University of Mississippi, who spoke on "Life on a Moebius Band," Uh. David Sutherland, who gave a presentation on error detecting/correcting codes, Mr. Mike Pinter, who spoke on chromatic polynomials, Mrs. Lora Clark, who discussed Riemann's hypothesis, Mr. Donie Kimmins, who talked on geometric probability, and Dr. George Beers, who gave a presentation on circular inversions.

The winners of the sophomore calculus contest were: first place - Franklin Mason, and second place - Wesley Thompson, III. The prizes in the amounts $100 and $25, respectively, were awarded at the MTSU Awards Banquet in April.

TEXAS LAVONIA (University of Texas at Austin). Chapter-sponsored lectures included Bruce Palka’s annual talk on graduate programs in mathematics and Mike Stanford’s talk on paradoxes in mathematics.

Representatives from the CIA and LBJ School offered recruiting talks and fielded questions from interested math majors.

Informal events during the year included a reception for new members and a picnic.

WISCONSIN DELTA (St. Norbert College). In August, Michele Kuatseries, Mike Sir, and Steve Van Lieshout attended the Pi Mu Epsilon National Conference in Berkeley, held in conjunction with the International Congress of Mathematicians. Steve presented a paper entitled "Counting Rectangles in a Multirectangular Region."

In September, Randy Cribier, Cathi Reinardy, Michele Kuatseries, Summer Quimby and Chris Steffanus attended the Regional Conference at Miami University in Oxford, Ohio, where Cathi presented a paper.

In April, Summer Quimby, Mary Lefebre, Shelly Brouzet and Annette Lewis attended the Pi Mu Epsilon Conference at St. John's University in Collegeville, Minnesota, where Summer Quimby gave a paper entitled "A Bit of Checking and Correcting."

Also, in April, Cathi and Michele spoke at the meeting of the Wisconsin Section of the MAA.

TALKS during the academic year included "The Mandelbrot Set" by Dr. John Froehligier, St. Norbert College, "Communication Satellite Systems, an Application of Operations Research" by Dr. Charles Reilley, Ohio State University, "Polish Notation, Parentheses, and Data Bases" by Jim Blahnik of St. Norbert's Computer Science Department and student Brian Mohan, Dr. V. Frederick Rickey, Bowling Green State University, spoke on "The Reliance of Mathematics," Orville Elseth, Oconto Falls High School, spoke on "Four Years of Unified Math," and Mrs. Bonnie Berken, St. Norbert College, spoke "On the Status of Statistics."

In October, the chapter hosted a Regional Pi Mu Epsilon Conference which had a total attendance of sixty-five with fourteen student papers.
The Pi Mu Epsilon Journal was founded in 1949 and is dedicated to undergraduate and beginning graduate students interested in mathematics. Submitted articles, announcements and contributions to the Puzzle Section and Problem Department of the Journal should be directed toward this group.

Undergraduate and beginning graduate students are urged to submit papers to the Journal for consideration and possible publication. Student papers are given top priority.

Expository articles by professionals in all areas of mathematics are especially welcome.